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Abstract

Most practical combustion devices involve turbulent flow and operate at high tem-

peratures. Reliable predictive models for these devices must not only represent

each individual physical process (combustion, turbulence and radiation) with high

accuracy, but also must capture the highly nonlinear interactions among these

processes. In this work, a comprehensive computational tool is developed for

numerical modeling of turbulent combustion systems with accurate representa-

tion of turbulence, chemistry, turbulence–chemistry interaction (TCI), radiation,

and turbulence–radiation interaction (TRI). A hybrid finite-volume (FV)/particle-

Monte-Carlo procedure is employed wherein a compressible FV Large-Eddy sim-

ulation (LES) formulation with a composition filtered-density function (FDF)

method is used to model turbulence–chemistry interactions (TCI) and emission

TRI. Nongray radiation and absorption TRI is modeled through a photon Monte

Carlo (PMC) method where stochastic schemes are developed for treating ther-

mal radiation in a turbulent flow field characterized by the notional particles

of the Lagrangian-FDF method. LES/FDF/PMC computations are computa-

tionally highly expensive, and a novel “computational time-map”-based domain-

decomposition technique is implemented in this study for effective parallelization
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of the computational code. A nonpremixed methane/air flame is simulated to

demonstrate the accuracy of the code developed here.

Since LES is inherently time-dependent, the PMC solution at each time step

needs to be reasonably reflective of the instantaneous fields to preserve the transient

nature of LES, which might require considering large number of photon bundles.

Investigations are made in this work for a wide range of flames to estimate the

statistical uncertainties in the PMC solution for various number of photon bun-

dles for an instantaneous LES/FDF snapshot. The time-averaged solution is also

compared for different bundle sizes.

The effect of thermal radiation appears as a source term in the energy equation,

which consists of filtered emission and filtered absorption terms in the LES context.

In LES, since only large scales are explicitly resolved, the contribution of subfilter-

scale (SFS) fluctuations to filtered emission and absorption terms (referred to as

SFS emission TRI and SFS absorption TRI, respectively) need to be modeled. The

importance of SFS TRI is assessed here for a wide range of flames.

A state-of-the-art, advanced LES-based numerical tool for comprehensive mod-

eling of turbulent reacting flows, encompassing all key processes in detail, has be-

come available for the first time as a result of this work. An effective parallelization

scheme is implemented in the code that scales well irrespective of the computa-

tional cost for chemistry calculations. Stochastic PMC schemes are devised that

are consistent with the notional particle representation of the FDF method. It is

estimated that approximately three-to-four photon bundles per grid-cell are suffi-

cient to ensure accurate time-averaged solutions for a wide range of flames (ranging

from small, optically thin to relatively-large, optically thick). SFS emission TRI

iv
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is found to be more important than resolved emission TRI for all flames for a grid

resolution that is representative of engineering meshes, whereas SFS absorption

TRI is found to be negligible for all flames.
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Chapter 1

Introduction

Most of our energy requirements for transportation and other applications are ful-

filled via the burning of hydrocarbon fuels. This is accompanied by the release of

combustion products such as carbon dioxide, water vapor, and pollutants like soot

and NOx into the atmosphere. In recent times, there has been growing environ-

mental concern about rising pollutant levels, calling for strict control on the level

of pollutant emissions that arise from the burning of these hydrocarbon fuels [1–4].

This has motivated research efforts into the development of fuel burning devices

with efficient combustion and with low pollutant emissions, aiming to reduce the

amount of pollutants emitted without sacrificing system performance.

Combustion systems including gas-turbine combustors, furnaces, and rocket

engines involve turbulent flow and operate at high temperatures where thermal

radiation is an important mode of heat transfer. These systems are very com-

plex and, therefore, have heavily relied on experimentation for their development.

Experimental techniques suffer from high operating costs, scaling problems, and

measurement difficulties compared to numerical methods; the latter have the po-

tential to be less expensive and provide faster results. Numerical approaches can

also be used to perform parametric studies that are difficult to realize experimen-

tally. Thus, computational modeling has been receiving increasing attention in the

design and optimization of turbulent combustion systems.

In turbulent combustion systems, chemistry, turbulence, and thermal radia-

tion interact with each other in interesting and highly nonlinear ways. Their

individual treatment is already quite challenging and complex for the purpose of
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numerical modeling, let alone their interactions, which further increase the model-

ing difficulties. The predictive capabilities of computational modeling of turbulent

combustion depend on the adequate representation of these physical and chemical

processes in a numerical model. These processes and their interactions are exactly

accounted for in a Direct Numerical Simulation (DNS), where all relevant contin-

uum length and time scales are resolved. In other words, the underlying physical

and chemical behavior of a system is completely captured in a numerical simulation

via DNS. However, DNS is extremely expensive computationally, and with the cur-

rent state of computing resources, it cannot be carried out for practical turbulent

combustion systems. The range of scales represented in a numerical simulation

needs to be reduced to make it feasible. Reynolds-Averaged Simulations (RAS)

and Large-Eddy Simulation (LES) are two such reduction (modeling) techniques.

In RAS, the mean flow is computed and the effects of all the turbulence scales are

modeled, whereas in LES, the large, energy-carrying scales are explicitly resolved

with the effects of the unresolved subfilter scales modeled.

LES is expected to be more accurate and general than RAS, since the large,

energy-containing, flow-dependent scales are captured explicitly and only the (pre-

sumably) more universal small-scale dynamics require modeling. LES is also

expected to capture phenomena that are difficult to accommodate in Reynolds-

averaged approaches, such as large-scale unsteadiness and complicated flow pat-

terns which are characteristic features of modern combustion devices. The accu-

racy required for predictions of pollutants, for example, may not be realizable using

RAS. The need for predictive accuracy in the numerical modeling of turbulent re-

acting flows, therefore, has led to a significant interest in LES in recent years.

There is a wide and rapidly growing body of evidence that demonstrates quan-

titative advantages of LES in modeling studies of laboratory flames [5–7] and in

applications to gas-turbine combustors [8–11], IC engines [12–14], and other com-

bustion systems. LES, therefore, promises to be an accurate and computationally

feasible tool for investigations of chemically reacting, turbulent flows.

In LES, the range of scales considered is made tractable by filtering the exact,

instantaneous form of governing equations. The resulting set of filtered equations

contains unclosed terms which are manifestations of turbulence–chemistry inter-

actions (TCI) and turbulence–radiation interactions (TRI), among other things.
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The importance of considering TCI in numerical computations has long been rec-

ognized [15–17], and TCI has been an active area of research for the past several

decades. The development in the modeling of turbulent reacting flows has mostly

been done using RAS, and many of the developments made in RAS have been

adopted in LES-based modeling of turbulent reacting flows. Filtered-density func-

tion (FDF) methods [6, 7, 18–23] have emerged as an attractive approach for

treating TCI in the LES formalism.

Turbulence, chemistry, and TCI are already quite formidable to deal with and,

therefore, thermal radiation often has been ignored or treated using simple models

in turbulent reacting flows. Even where radiation has been considered, TRI has

usually been ignored, even though the importance of TRI has long been recognized

[24–31]. Studies have shown that the effects of TRI can be as significant as those

of TCI. TRI is known to result in higher heat loss due to increased radiative

emission [27–33], reduced temperatures and, consequently, significant changes in

key pollutant species (particularly NOx and soot). Modest and coworkers [34,

35] observed approximately 30% increase in the radiative heat flux with TRI in

their studies of nonpremixed turbulent jet flames. Mehta [36] demonstrated the

necessity for considering thermal radiation along with TRI for accurate predictions

in nonpremixed sooting flames.

The above studies have clearly established the importance of considering ther-

mal radiation and TRI in accurate modeling of chemically reacting flows, especially

in the presence of soot. LES explicitly captures some portion of the contribution

of resolved scales to TRI. The unclosed subfilter-scale emission TRI, a one-point

statistic based on local subfilter-scale fluctuations in species compositions and tem-

perature, can be exactly represented by FDFmethods. Wang et al. [37] developed a

Photon Monte Carlo (PMC) method that models absorption TRI in the RAS/PDF

context, which has subsequently been used to close absorption TRI in RAS/PDF

studies of turbulent flames [38, 39]. A similar method can be used to treat subfilter-

scale absorption TRI. PMC directly accounts for the various phenomena embedded

in the radiative transfer equation (such as emission, absorption, and scattering)

and has the distinct advantage that spectral radiative properties can be accurately

represented. To date, studies by Frankel et al. [40] and Gupta et al. [41] are the only

LES-based works reported in the literature that account for thermal radiation in
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turbulent reacting flows. Those two studies, however, considered idealized config-

urations. Frankel et al. [40] account for emission TRI through a composition FDF

method and neglected absorption TRI by assuming the optically thin fluctuation

approximation (OTFA). Both SFS emission and absorption TRI were neglected

by Gupta et al. [41] in their analysis. Some a priori studies [42–44] have been re-

ported in the literature where the importance of SFS TRI is assessed for isotropic,

homogenous media and non-isothermal turbulent planar jet flow. There have been

no studies for assessing SFS TRI in turbulent reacting flows, where temperature

and radiative properties fluctuate significantly due to turbulent structures. Fun-

damental studies need to be carried out to analyze the importance of SFS emission

and absorption TRI in turbulent reacting flows.

The PMCmethod proposed byWang et al. [37] provides a closure for absorption

TRI, and assigns physical attributes (e.g., point mass or constant density sphere)

to the notional particles that are used in Lagrangian PDF methods. The notional

particles in these methods are purely stochastic however, and have no additional

physical meaning. The schemes proposed in their work could also lead to situations

where rays pass through finite-volume cells without getting attenuated due to the

presence of void spaces between particles, which is not physical. This suggests that

new PMC schemes need to be formulated for radiation treatment in Lagrangian

PDF methods that are consistent with the notional particle representation, and

that only utilize information that is available within the PDF framework.

Another area of concern in the use of PMC, which is specific to the radiation

treatment in LES, is to obtain a time-dependent solution at every time-step. LES

is inherently time-dependent and, therefore, the radiation solution also needs to be

reasonably resolved in time to preserve the transient nature of LES, which means

that both the spectral and the directional behavior of thermal radiation needs to

be adequately resolved in the computational domain. Given that the radiative

properties vary strongly in wavenumber space and emission needs to be accounted

for in all possible directions, along with three-dimensional domains and fine grid

requirements in LES (leading to large cell count), a very large number of photon

bundles may be required to ensure reasonable time-resolution and low levels of

stochastic uncertainty in the PMC solution and, consequently, accurate predic-

tion of means and higher moments. This needs to be investigated to determine
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the optimal number of photon bundles required for accurate predictions in LES

computations.

1.1 Objectives

LES has shown great promise in becoming a predictive tool in the development of

next-generation turbulent combustion devices. For high-fidelity predictions, LES

of a turbulent reacting flow requires additional models to accurately account for

(1) turbulence-chemistry interactions, (2) thermal radiation, and (3) turbulence-

radiation interactions in a coupled manner. The development of such a compre-

hensive model for LES of turbulent combustion – which can accurately account

for TCI (via FDF), thermal radiation (via PMC), and TRI (via FDF and PMC)

– in canonical as well as laboratory configurations is the main aim of this work.

The LES/FDF/PMC computational module is exercised to investigate the statis-

tical uncertainty associated with various photon bundle sizes, and prediction of

means for various flame configurations. The computational module is also applied

to nonsooting and (artificial) sooting flames to investigate subfilter-scale TRI.

The main objectives of this study are summarized below:

1. Develop PMC schemes that are consistent with the notional particle repre-

sentation in RAS/PDF and LES/FDF simulations.

2. Develop an LES/FDF/PMC based computational module for LES modeling

of turbulent reacting flows. A finite-volume compressible LES solver is cou-

pled with an FDF code (to account for TCI) and a spectral PMC code (for

thermal radiation and TRI).

3. Establish the predictive accuracy of the LES/FDF/PMC approach for a non-

premixed turbulent flame.

4. Implement effective parallelization of the LES/FDF/PMC code.

5. Analyze the requirement on the number of photon bundles for PMC solution

in LES computations.

6. Investigate subfilter-scale TRI for both nonsooting and sooting flames.
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1.2 Outline of Forthcoming Chapters

• Chapter 2 summarizes the instantaneous governing equations of turbulent

reacting flows and the corresponding filtered equations for LES. Modeling

of various unclosed terms, such as the subfilter-stress tensor and the filtered

chemical source term, in the filtered equations are briefly reviewed. Back-

ground of the FDF methods is presented along with the underlying exact

equations and modeling approximations.

• Chapter 3 discusses radiation modeling and gives an up-to-date review of the

literature on modeling of TRI.

• Details of the numerical implementation of the composition FDF method and

its coupling with the finite-volume solver are provided in Chapter 4. Theoret-

ical background and the numerical details of the newly proposed PMC scheme

are discussed. Parallelization strategies are explained for RAS/PDF/PMC

and LES/FDF/PMC simulations.

• Chapter 5 presents validation studies for the various components of the com-

prehensive LES/FDF/PMC module. The computational module is also used

to model a nonpremixed nonsooting flame.

• Chapter 6 investigates the stochastic uncertainty in the PMC solution for

instantaneous LES/FDF snapshots, and accuracy in the time-averaged so-

lution for various flame configurations. Subfilter-scale contributions to TRI

are also reported for various flames.

• Chapter 7 summarizes the thesis and proposes topics that are important for

future research in this area.
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Chapter 2

Chemically Reacting Turbulent

Flows

Most practical combustion systems involve turbulent flows. Examples include sta-

tionary and automotive reciprocating-piston engines, stationary and aircraft gas-

turbine combustors, industrial burners, and chemical production/processing reac-

tors. In such systems, chemistry and turbulence interact in highly nonlinear ways.

Accurate treatment of turbulence and chemistry individually is quite complex and

challenging, let alone their interaction which further increases the complexity of

the combustion system under consideration. In principle, the instantaneous form

of the governing equations for mass, momentum, species and energy along with

a realistic chemistry mechanism exactly represent the underlying physics of vari-

ous phenomena at work, and can be solved to yield the exact time-evolution of a

turbulent combustion system. The instantaneous equations are presented in Sec-

tion 2.1. Brief discussion on the treatment of gas-phase chemistry in turbulent

reacting flows is provided in Section 2.2.

The instantaneous equations for turbulent reacting flows are, however, in-

tractable in most practical cases; they require simplifications, such as averaging or

spatial filtering, which are discussed in detail in Section 2.3. Spatial filtering of

the instantaneous equations is adopted in this work. The filtered equations and

modeling of unclosed terms are presented in Section 2.4. Turbulence–chemistry

interactions are manifested in the filtered chemical source term, and transported

FDF methods are used here to accurately account for them. Background on the
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transported FDF method and underlying governing equations and physical models

are presented in Section 2.5.

2.1 Instantaneous Conservation Equations

The basic set of governing equations includes the local balance equations for mass,

momentum, species, and energy. Using Cartesian tensor notation, the governing

equations are [15]:

• Mass
∂ρ

∂t
+

∂

∂xi
[ρui] = 0 (2.1)

where ρ is the mixture density and ui is a velocity component.

• Momentum (j = 1, 2, 3)

∂

∂t
[ρuj] +

∂

∂xi
[ρuiuj] =

∂τij
∂xi

−
∂p

∂xj
+ ρgj (2.2)

where τij is the viscous stress tensor, p is the pressure and gj is the body

force.

• Chemical species (for Ns species, α = 1, 2, . . . , Ns)

∂ρYα
∂t

+
∂ρYαui
∂xi

= −
∂Jαi
∂xi

+ ρSα (2.3)

where Yα denotes the mass fraction of species α, Jαi is the molecular diffusive

flux of species α and Sα is the chemical production rate of species α per unit

mass.

• Absolute enthalpy

∂ρh

∂t
+
∂ρhui
∂xi

= −
∂Jhi
∂xi

+
Dp

Dt
+ τij

∂uj
∂xi

+ ρSradiation (2.4)

where h is the absolute enthalpy, Jhi denotes the molecular transport of

enthalpy and Sradiation is the volumetric radiative source term. Here absolute



www.manaraa.com

9

enthalpy is chosen as the energy variable. Other commonly used energy

variables include temperature and total internal energy.

The above set of equations is not closed; models are required for the viscous

stress tensor, molecular transport of species and enthalpy, the chemical source

term, and the radiative source term. The viscous stress tensor is given by the

following equation:

τij = µ

(
∂ui
∂xj

+
∂uj
∂xi

)
−

2

3
µδij

(
∂uk
∂xk

)
(2.5)

where µ is the dynamic viscosity of the fluid and δij is the Kronecker delta function.

The molecular diffusive flux Jαi is generally modeled based on Fick’s law of diffusion

and is given by

Jαi = −Dα
∂Yα
∂xi

(2.6)

where Dα is the molecular diffusivity of species α. The molecular transport of

enthalpy is usually modeled by Fourier’s law.

The chemical source term Sα in the species conservation equation is generally

based on a chemistry mechanism that expresses the details of transformation of

species eventually leading to the oxidation of fuel into combustion products. More

information on chemical mechanisms is presented in Section 2.2. The radiation

source term Sradiation is modeled in different ways by considering either a gray

mixture or a nongray mixture. Details of radiation source term modeling are

provided in Chapter 3.

2.2 Treatment of Chemical Kinetics

In combustion systems, the chemical conversion of fuel and oxidizer to combustion

products does not happen in one single step; rather, it involves a large number

of intermediate species and elementary reactions. For instance, detailed investi-

gations show that water is not produced by a single collision between the three

original reacting molecules (two molecules of hydrogen and one molecule of oxy-

gen). Instead, many reactive intermediates including H, O, and OH are formed.
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A set of elementary chemical reactions that describes the oxidation of hydrogen is

referred to as chemical mechanism for combustion of hydrogen. Even for a fuel as

simple as H2, a reasonable level of description of the chemistry at a molecular level

requires a 9-species, 11-reaction mechanism [45]. The combustion of a simple fuel

like methane in air requires 325 reactions and 56 species [46] for a comprehensive

chemical description, including nitrogen chemistry. A generalized form for an ar-

bitrary elementary chemical mechanism with L reversible reactions and Ns species

is expressed below:

Ns∑

α=1

ν
′

lαMα 


Ns∑

α=1

ν
′′

lαMα (l = 1, 2, ..., L) . (2.7)

Here Mα denotes a chemical species symbol, and ν
′

lα and ν
′′

lα are the stoichio-

metric coefficients in the elementary reactions. The rate expressions for elementary

reactions are usually specified using the modified Arrhenius form. The reaction

rates thus are dependent on species concentrations and temperature. The net rate

of change of a species can be calculated by summing up the contributions from

all the reactions involving that species, leading to a system of ordinary differential

equations (ODEs) with a size that is equal to the total number of species. Each

of the elementary chemical reactions considered has a characteristic time scale

(based on its rate expression), leading to a wide range of time scales in the chemi-

cal mechanism. The presence of disparate time scales makes the system of ODE’s

stiff, and demands that direct time integration of the set of ODE’s be performed

with integration sub-time-steps dictated by the smallest time scales in the reaction

mechanism.

For large chemical mechanisms with disparate time scales, time integration typ-

ically dominates the computational effort. In a numerical simulation where time-

integration has to be performed at each grid point in the computational domain,

even with a reduced chemical mechanism, the chemistry calculations can account

for more than 90% of the total computational time; therefore, detailed chemical

mechanisms are usually avoided in time-dependent, three-dimensional numerical

simulations. This inability to account for the detailed chemistry in numerical stud-

ies because of excessive computational cost has led to the development of various

techniques that aim to make it possible to incorporate realistic chemistry in the
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numerical simulation of practical combustion systems. Two such techniques are:

(1) chemistry reduction, and (2) storage/retrieval schemes. Detailed information

about these techniques can be found in [47–52].

Apart from the techniques mentioned above, the use of single-step or two-step

global chemistry mechanisms in computational studies has also been reported [23,

53, 54]. In global mechanisms, the reaction order, pre-exponential coefficient, and

activation temperature are tuned to match experimental data for canonical con-

figurations (for example, one-dimensional laminar premixed/nonpremixed flames).

Global mechanisms crudely approximate detailed chemical reactions, often lack

accuracy, and do not fully capture finite-rate chemistry effects.

2.3 Turbulent Combustion Modeling

At moderate-to-high Reynolds numbers, turbulent flows contain a wide range of

length and time scales. Turbulent flows are characterized by their unsteady, three-

dimensional, fluctuating flow fields. The structure and description of turbulence

still remains one of most challenging fundamental fields in classical physics. The

flow description gets more complex in the presence of chemical reactions, and

the range of length and time scales becomes wider. Turbulence and combustion

are intimately coupled and interact with each other. Chemical reactions lead

to significant density changes due to the release of heat, which in turn affects

the dynamics of the flowfield. The large-scale motions of turbulence effectively

augment the molecular diffusive rates of species and heat, and may enhance or

quench the chemical reaction.

The conservation equations (Eqs. (2.1) – (2.4)) and detailed chemistry have

been applied to laminar flames (for example [55]) with great success, highlighting

that the present knowledge of chemical kinetics and molecular transport processes

is adequate to make good predictions from first principles in limited cases. How-

ever, turbulent reactive flows, characterized by a broad spectrum of length and

time scales, are very difficult to model and measure due to complex interactions

between turbulence and other closely linked processes.

A variety of numerical methods have been developed to model and simulate

turbulent combustion processes. Three categories can be distinguished: Direct
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Numerical Simulation (DNS), Large Eddy Simulation (LES) and Reynolds Aver-

aged Simulation (RAS).

2.3.1 Direct Numerical Simulation (DNS)

DNS appears to be a very straight-forward approach to model a turbulent react-

ing flow. In DNS, the instantaneous conservation equations are solved exactly: a

complete time-dependent, three-dimensional simulation is performed that resolves

all length and time scales in the flow. However, even in the absence of chemical

reactions, DNS can only be carried out for relatively low-Reynolds-number tur-

bulent flows, and even there, the computational requirements are high [56]. In a

turbulent flow, the ratio of the largest to smallest length scales is proportional to

Re3/4, where Re is a turbulence Reynolds number [56]. Therefore, the number

of grid points required to resolve all scales would be proportional to Re9/4 for a

three-dimensional simulation. At the same time, the computational timestep must

decrease with increasing Re, as the temporal resolution is governed by the small-

est, energy-dissipating scales. Furthermore, the presence of chemical reactions not

only widens the range of length and time scales in the flow, but also results in

an enormous computational load because of the expensive finite-rate chemistry

calculations.

Advances in computing power have allowed progressively higher Reynolds num-

bers to be simulated [57, 58] and have allowed consideration of chemically reacting

turbulent flows [59, 60], though at an enormous computational cost. For exam-

ple, a DNS study of a three-dimensional, turbulent, temporally-evolving, planar

CO/H2 jet flame [60] with detailed chemistry at a Reynolds number of 9000 and

with 500 million grid points required about 1 million CPU hours. In general, DNS

remains inaccessible for turbulent chemically reacting flows of engineering interest,

and several simplifications such as constant density, low Mach number, constant

molecular transport properties, infinitely-fast or simplified multi-step chemistry

are generally introduced.

A major limitation of DNS is that most of the computational effort is spent on

solving the smallest dissipative scales, which do not contribute directly to the mean

flow and contain negligible turbulent kinetic energy. Owing to its excessive com-
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putational cost, DNS remains a research tool generally applied to simple canonical

configurations or used to calibrate models based on other approaches [61–63].

2.3.2 RAS and LES Modeling Approaches

The necessity to represent the dynamics of all relevant length scales while being

limited to explicitly resolving a limited range of scales in computations of practical

flows has led to the development of turbulence modeling techniques. These ap-

proaches reduce the dynamic range of scales that is implicit in the instantaneous

equations at high Reynolds numbers by averaging (Reynolds-averaged simulation)

or spatial filtering (large-eddy simulation). The effects of unresolved scales then

are modeled.

2.3.2.1 Reynolds-Averaged Simulation (RAS)

Generally, one is not interested in the full three dimensional time-dependent flow

evolution in engineering applications. In statistically stationary flows, for example,

one is primarily interested in time-averaged mean quantities. That is the rationale

behind RAS methods, where transport equations for mean quantities are solved,

with effects of all turbulent fluctuations about the local mean being modeled. In

RAS one averages the instantaneous mass, momentum, species and energy equa-

tions to obtain equations for the mean fields. This introduces a term involving

correlations of velocity fluctuations that plays the role of an apparent turbulent

stress (denoted as the “Reynolds stress”) in the mean momentum equation. The

Reynolds stress can be modeled in terms of mean quantities or can be obtained

by solving the Reynolds-stress transport equations derived from the Navier-Stokes

equations [64–69]. However, the transport equations for the Reynolds stresses

themselves contain unknown higher-order turbulence moments. Therefore, model-

ing needs to be done either for the Reynolds stress itself (algebraic models) or for

the higher-order moments that appear in the Reynolds-stress transport equations.

The available RAS turbulence models include zero-equation mixing-length mod-

els, one-equation models, two-equation k-ε models, and two-equation k-ω models,

among others. Reynolds-stress transport models (RSM) require up to six addi-

tional modeled transport equations (one for each component of Reynolds stress).
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RSM models are more expensive computationally than the more widely used two-

equation models.

For complex flows, zero-equation and one-equation models usually are too sim-

plistic to be reliable. Two-equation models are found to be reasonably accurate

in many cases, but perform poorly in the simulation of complex vortical-shear

layer interactions, post-separated flows, and mixing layers [70–75]. The more com-

plicated RSM approach is computationally expensive, and it is not clear if the

improvement in accuracy is worth the added computational cost.

The two-equation models have been widely used to close the turbulent transport

terms in the mean momentum equations. Two-equation models usually are based

on a gradient transport hypothesis, i.e., the assumption that the Reynolds stresses

are proportional to the gradients in the mean velocity field. Loosely speaking, this

is consistent with the idea that the Reynolds stresses are analogous to the viscous

stresses in the kinetic theory of gases, with the former representing the stress due

to the ensemble average of velocity fluctuations and the latter representing the

stress due to the thermal velocities of molecules at a given point in a fluid. Thus,

using a gradient transport hypothesis, Reynolds stresses can be thought of in terms

of an apparent turbulent viscosity. The closures for turbulent transport terms in

the mean species and energy equations are also generally based on a gradient

transport hypothesis. Other approaches include solving transport equations for

higher turbulence moments.

Another term (arguably the most important in turbulent combustion) that

needs to be modeled is the mean chemical source term in the mean species equa-

tions. Available closures for the mean chemical source term include the Arrhenius

model, flamelet models, conditional moment closure models, and probability den-

sity function models, among others. Details of these models (in the LES context)

are provided in Section 2.4.4.

The increasing focus on the efficient production of energy from hydrocarbons

and strict regulation of pollutant emissions has placed emphasis on developing

high-fidelity design tools. These tools demand a reasonably accurate prediction of

the time-evolution of combustion systems; that typically cannot be achieved using

RAS where only the mean flow is accounted for. An alternative is LES, where the

largest scales of motion are resolved explicitly.
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2.3.2.2 Large-Eddy Simulation (LES)

LES is an intermediate approach between DNS and mean-flow-based RAS meth-

ods. The technique of LES emerged from the research of meteorologists in the

1960s. In LES, the larger three-dimensional unsteady turbulent motions are di-

rectly represented, whereas the effects of the smaller-scale motions are modeled.

In other words, the LES technique is based on separation of the scales into two

categories: only the scales of motion that carry appreciable energy (i.e., the large

scales) are computed in LES while the effects of the small scales are taken into

account through subfilter-scale (SFS) models [56]. The rationale behind LES is

that the small scales tend to be more homogeneous and isotropic, and less affected

by the boundary conditions than the large scales; therefore, it is expected that

it should be possible to parameterize the effects of small scales using simpler and

more universal models compared to RAS.

LES is expected to be more accurate and general than RAS, since the large,

energy-containing, flow-dependent scales are captured explicitly and only the (pre-

sumably) more universal small-scale dynamics require modeling. Furthermore,

since the resolved scales are responsible for a significant proportion of the Reynolds

stresses, modeling errors should be smaller. LES is also expected to capture phe-

nomena that are difficult to accommodate in Reynolds-averaged approaches, such

as large-scale unsteadiness and combustion instabilities. Combustion instabilities

generally manifest themselves as large-scale coherent structures resulting from an

interaction between the hydrodynamic flow field, chemical heat release and acous-

tic waves. These instabilities can lead to system-wide variation of the properties,

noise, unexpected heat transfer rates and even the destruction of the combustion

device. It is possible to predict such instabilities using LES, and LES can be used to

evaluate active and passive control measures in the combustion devices [76, 77]. A

comparison of the three commonly used numerical methods for turbulence (namely,

DNS, LES, and RAS) is presented in Table 2.1.

Accurate predictions of scalar mixing and turbulent scalar dissipation rates

are of crucial importance in the numerical simulation of chemical reactions. Since

mixing behavior is controlled by the large scales of motion in a turbulent flow, LES

with its explicit capturing of the large-scale dynamics holds promise compared to

RAS approaches. There is a wide and rapidly growing body of evidence that
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Method DNS LES RAS
Models needed None Effect of small scales on

large scale; presumably
universal

Effect of all
scales on mean
flow

Quantities com-
puted

Instantaneous fields Filtered instantaneous
fields

Mean flow

Grid require-
ment

Fine Intermediate Coarse

Computational
Requirements

Enormous; Almost
impossible for practi-
cal applications

Significant Economical

Accuracy Most accurate Accurate Limited accu-
racy

Usage Academia; Mostly for
model development
and validation

Academia; At accep-
tance stage in industry

Widely used in
industry

Table 2.1. Comparison of commonly used turbulence models.

demonstrates quantitative advantages of LES in modeling studies of laboratory

flames [5–7] and in applications to gas-turbine combustors [8–11], IC engines [12–

14], and other combustion systems.

To separate the large from the small scales in LES, spatial filtering is used.

The filtered (resolved or large-scale) variable corresponding to an arbitrary field

f(x, t), is denoted by an overbar, and is defined as:

f = f (x, t) =

∫

D

f (r, t)G (x− r; ∆) dr . (2.8)

Here D is the entire domain, G is the filter function, and ∆ is the characteristic

filter width; this corresponds to the wavelength of the smallest scale that is retained

by the filtering operation. The filtering operation damps out fluctuations smaller

than the filter width. Some of the standard filters include box and Gaussian filters

in physical space and cut-off filters in spectral space.

A mass-weighted, Favre filtering is introduced in variable-density flows:

f̃ (x, t) = ρf/ρ =

∫

D

ρ (r, t) f (r, t)G (x− r; ∆) dr/ρ . (2.9)
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2.4 Governing Equations for LES

The governing equations in LES are derived by spatial filtering of the instantaneous

mass, momentum, species, and energy equations. The filtering operation, which

leads to the resolution of only those scales greater than the filter size, considerably

reduces the degrees of freedom in the governing equations, but leads to a number

of unclosed terms in the governing equations. The unclosed terms arise due to the

filtering of the nonlinear terms. Favre-filtered representation of key variables is

generally preferred since it reduces the number of unclosed variables.

The resulting filtered equations are given by (using Cartesian tensor nota-

tion) [15]:

• Mass
∂ρ̄

∂t
+

∂

∂xi
[ρ̄ũi] = 0 (2.10)

• Momentum (j = 1, 2, 3)

∂

∂t
[ρ̄ũj] +

∂

∂xi
[ρ̄ũiũj] = −

∂

∂xi
[ρ̄ (ũiuj − ũiũj)] +

∂τij
∂xi

−
∂p̄

∂xj
+ ρgj (2.11)

• Chemical species (for Ns species, α = 1, 2, . . . , Ns)

∂ρ̄Ỹα
∂t

+
∂ρ̄Ỹαũi
∂xi

= −
∂ρ̄
(
Ỹαui − Ỹαũi

)

∂xi
−
∂Jαi
∂xi

+ ρ̄S̃α (2.12)

• Absolute enthalpy

∂ρ̄h̃

∂t
+
∂ρ̄h̃ũi
∂xi

= −
∂ρ̄
(
h̃ui − h̃ũi

)

∂xi
−
∂Jhi
∂xi

+
Dp̄

Dt
+ τij

∂uj
∂xi

+ ρSradiation (2.13)

The above form of the filtered equations requires that the filtering operator

¯ commutes with spatial and temporal differentiation. The filtered equations

contain a number of unclosed terms that need to be modeled. The terms that

require modeling can be grouped based on their similar physical interpretation

into the following categories:
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• τij , J
α
i , and J

h
i : The first term is the filtered viscous stress tensor, represent-

ing the force due to the action of the molecular viscosity on the fluid flow.

The latter two terms represent the molecular diffusive fluxes of species α and

enthalpy, respectively. Details of modeling of these terms are provided in

Section 2.4.1.

• ρ̄ (ũiuj − ũiũj): This term represents the effect of the subfilter-scale (un-

resolved) velocity fluctuations on the resolved scales, and is known as the

subfilter-scale stress (SFS) tensor. The SFS stress tensor must be modeled

in terms of resolved quantities to close the set of filtered governing equations.

More details on the modeling of this term is presented in Section 2.4.2.

•
(
Ỹαui − Ỹαũi

)
and

(
h̃ui − h̃ũi

)
: These unclosed terms are interpreted as

the unresolved (subfilter) fluxes of species α and enthalpy, respectively, and

are modeled in terms of resolved fields using a gradient transport hypothesis

for the closure. Modeling details are provided in Section 2.4.3.

• τij
∂uj
∂xi

: The filtered viscous dissipation term is usually neglected for high

Reynolds Number, low Mach number flows.

• S̃α: The modeling of the filtered chemical source term is of utmost impor-

tance in LES of turbulent reacting flows. The filtered chemical source term

arises from the highly nonlinear interactions between species mass fractions,

temperature and pressure. It often is dominated by subfilter-scale processes,

thus making it imperative to account for the subfilter dynamics through a

closure model. The various approaches to model the filtered chemical source

term are explained in Section 2.4.4.

• ρSradiation: The filtered radiative source term is similar in nature to the filtered

chemical source term in the sense that it involves nonlinear interactions be-

tween temperature, species mass-fraction-dependent absorption coefficient,

and incident radiation. Common methods being used for the modeling of

this term are described in Chapter 3.

The various unclosed terms listed above are summarized in Table 2.2. Details

about their modeling are provided in the following subsections.
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Term Remark Modeling Approximation

τij , J
α
i , J

h
i Filtered molecular

transport terms
Computed from filtered
quantities; Subfilter fluctua-
tions neglected

ρ̄ (ũiuj − ũiũj) Effect of SFS velocity
fluctuations on resolved
scales

Most commonly, eddy-
viscosity models

(
Ỹαui − Ỹαũi

)
Subfilter-scale flux of
species α

Gradient Transport

(
h̃ui − h̃ũi

)
Subfilter-scale enthalpy
flux

Gradient Transport

τij
∂uj
∂xi

Filtered viscous dissi-
pation

Neglected (usually for high
Re, Low Ma flows)

S̃α Filtered chemical
source term for species
α

Chemistry modeling (Details
in Section 2.4.4)

ρSradiation Filtered radiative
source term

Radiation modeling (Details
in Sections 3.2 and 3.4)

Table 2.2. Unclosed terms that require modeling in the set of filtered equations for
LES.

2.4.1 Filtered Viscous Transport Terms

The filtered molecular transport terms usually neglect the nonlinearities in the

molecular transport expressions (Eqs. (2.5) and (2.6)). This approximation is

justified from the work of Verman et al. [78] who conducted a priori tests for the

filtered diffusion terms using DNS data of a mixing layer.

The filtered viscous stress tensor for a Newtonian flow is commonly expressed

as follows:

τij = µ(T̃ )

(
∂ũi
∂xj

+
∂ũj
∂xi

)
−

2

3
µ(T̃ )δij

(
∂ũk
∂xk

)
(2.14)

where µ(T̃ ) is the dynamic viscosity of the gaseous mixture at the filtered temper-

ature. Sutherland’s law [79] is generally used for the temperature dependence of

viscosity.

The filtered diffusive fluxes of species and enthalpy are based on Fick’s law

of diffusion and Fourier’s law of conduction, respectively. Furthermore, Lewis
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numbers are assumed to be unity with equal molecular diffusivities for all species:

Ji
α
= −ρD(T̃ )

∂Ỹα
∂xi

(2.15)

Ji
h
= −ρD(T̃ )

∂h̃

∂xi
(2.16)

where D is the molecular diffusivity for all species at the filtered temperature.

2.4.2 SFS Stress Tensor Closure

The filtering of the instantaneous Navier-Stokes equation leads to an extra term

on the right-hand side: the divergence of Tij, where Tij is given by:

Tij = ρ̄ (ũiuj − ũiũj) . (2.17)

This term Tij , also known as the SFS stress tensor, denotes the effect of subfilter-

scale (unresolved) velocity fluctuations on the resolved scales, and needs to be

modeled to close the filtered Navier-Stokes equation. Several SFS models have

been proposed in the literature; these models have mostly been proposed for in-

compressible flows, and were modified later to account for the SFS stresses in

variable-density flows. SFS models in variable-density flows can be broadly clas-

sified into three categories: eddy-viscosity models, similarity models, and mixed

models that combine eddy viscosity and similarity expressions. The Smagorinsky

model [80, 81], which is an eddy-viscosity type model, is the most commonly used

SFS model and is widely reported in the literature.

Other available approaches include probability density function based closure [20,

82], two-point closure methods, SFS stress-tensor-transport equation methods [83]

and SFS kinetic-energy transport equation methods [84, 85]. Both the eddy-

viscosity and the similarity models relate the SFS stress tensor to the resolved

quantities at the same instant in time t and in a neighborhood about x. In con-

trast, transport-equation SFS models incorporate history and nonlocal effects by

solving modeled transport equations for the SFS stress tensor. In this sense they

are analogous to RSM in the RAS context.

Another approach to SFS tensor modeling is the Monotone Integrated LES
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(MILES) method [86]. This is based on the observation that the high-resolution

numerical methods that are typically used for LES (e.g., nonlinear, second-order

monotone schemes) give rise to numerical errors whose character is similar to that

desired in an SFS model. Thus, the instantaneous Navier-Stokes equations are

solved using meshes that are too coarse to resolve the small scales, and the SFS

model is implicit in the numerical method.

2.4.2.1 Interplay Between SFS Model and Numerical Error, and Con-

vergence of Filtered Equations

With grid refinement (progressive reduction of grid spacing dh), LES with an

explicit SFS model with fixed filter width ∆ should converge to the exact solution

of the modeled filtered equations. Full convergence may require a large value of

∆/dh. In usual practice, however, ∆/dh remains fixed at a value close to unity.

In that case, the subfilter physical model changes with the refinement of the grid

and this leads inevitably to an interaction between the modeled physics and the

numerical error, which is difficult to unravel. The numerical error competes with

the SFS model in dissipating the turbulent kinetic energy, and it has been suggested

that the use of dissipative (upwind-based) schemes should be avoided in discretizing

the advective term in the filtered equations. Also, with an implicit filter in place

(grid spacing acting as a filter), LES solutions may approach the exact solution of

the instantaneous conservation equations (i.e., DNS solution) with the refinement

of grid.

2.4.2.2 Dynamic Modeling

An approach to dynamically determine local values for subfilter-scale model co-

efficients based on information contained in the resolved scales was proposed by

Germano [87]. This approach is not limited to the Smagorinsky model, although

much of the analysis and development has been done in that context. The dynamic

procedure is extendable to compute the coefficients in similarity models and mixed

models [88–90]. The most common dynamic procedures require averaging in di-

rections of statistical homogeneity, making them inapplicable to complex unsteady

flows with no directions of homogeneity. A Lagrangian dynamic procedure [91],
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where averaging is done along fluid particle trajectories, is more broadly applicable

and has been applied to complex flows including in-cylinder flows in reciprocating

engines [92].

2.4.3 Subfilter Closures for Turbulent Transport of En-

thalpy and Species

The filtered equations for enthalpy and species contain additional terms due to the

nonlinearities present in the advection terms in the instantaneous equations. These

unclosed terms (Ỹαui−Ỹαũi and h̃ui−h̃ũi) represent the unresolved (subfilter-scale)

fluxes of species and enthalpy, and need to be modeled in terms of resolved quan-

tities. The most common closure for these quantities is through an eddy-diffusion

model. The model employs a gradient transport hypothesis and proposes that the

unresolved turbulent flux is proportional to the gradient in the filtered component

of the quantity of interest. The eddy-diffusivity, which is the proportionality coef-

ficient, is calculated using the eddy-viscosity (νT ; from SFS stress closure) and the

subfilter-scale turbulent Prandtl and Schmidt numbers:

ρ̄
(
Ỹαui − Ỹαũi

)
= −

ρ̄νT
ScT

∂Ỹα
∂xj

(2.18)

ρ̄
(
h̃ui − h̃ũi

)
= −

ρ̄νT
PrT

∂h̃

∂xj
. (2.19)

Fixed constant values are used usually for turbulent Prandtl and Schmidt num-

bers. However, they can be computed dynamically following the procedure sug-

gested by Piomelli et al. [90] for the dynamic evaluation of turbulent Prandtl

number. Speziale et al. [93] proposed a mixed model to close the subfilter enthalpy

transport term, which is similar in nature to the mixed model described in SFS

stress closures. Again, the model coefficients in the mixed model can be computed

dynamically [90] for better accuracy.
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2.4.4 Closures for the Filtered Chemical Source Term (S̃α)

The modeling of the filtered chemical source term is of principal interest in tur-

bulent combustion modeling. The instantaneous chemical source term is highly

nonlinear with an exponential temperature dependence, and involves complex in-

teraction between the various fluctuating quantities (species mass-fractions, tem-

perature, pressure). The filtered chemical source term is usually significantly dif-

ferent from the chemical source term based on the filtered quantities, and such

differences are referred to in the turbulent combustion literature as manifestations

of turbulence–chemistry interactions. Neglecting these interactions, or using an

overly simplistic treatment, can alter the flame structure both locally and globally,

and will lead to inaccurate predictions of temperature and pollutant species.

Apart from the presence of the severe nonlinearities, modeling of the filtered

chemical source term is complicated by the fact that the information in the resolved

scales cannot be used in any straightforward way to model the filtered chemical

source term. This is because the resolved component of the filtered chemical source

term in LES of high-Reynolds-number flows is generally small. In nonpremixed

systems, fuel and oxidizer have to mix at the molecular level for the chemical

reaction to take place. Turbulent mixing reduces the scalar variance, but it is only

the molecular diffusion that ultimately allows for the chemical reactions to occur.

In the same manner, in premixed systems, fuel and oxidizer are already mixed

at a molecular level but at low temperatures. The large-scale turbulent motions

in the combustion system mix the unburned low-temperature reactants with the

high-temperature products; however it is ultimately the molecular diffusion of heat

that heats unburned reactants to sufficiently high temperatures that the chemical

reaction occurs. The phenomenon of molecular mixing, which governs the rate

of chemical reactions as explained above, takes place at the smallest dissipative

scales; this implies that essentially no portion of the filtered chemical source term

can be resolved in LES.

The absence of a resolved component of the filtered chemical source term sug-

gests that the entire chemical source term has to modeled in LES, which is similar

to the situation in RAS approaches. This can also be understood from the view-

point that since chemical reactions take place at the smallest scales, and neither
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LES nor RAS explicitly resolve the scales of interest (the former approach only

resolving the large scales and the latter approach modeling the effects of all the

turbulent scales), essentially the entire chemical source term has to be modeled in

both the LES and RAS approaches. For this reason, the closures for the chemical

source term in LES are usually adapted from those developed in the RAS frame-

work. The modeling of mean chemical source terms in RAS has been an active area

of research for several decades. Many models have been proposed ranging from

physical-argument-based-models (Arrhenius model, eddy break-up model and its

variants, etc,), models that approximate the flame structure (flamelet models),

to models that employ statistical techniques to account for the turbulent fluctua-

tions (conditional moment closure method, transported probability density func-

tion method, linear eddy model). Veynante and Vervisch [15] have presented an

extensive review of the closures used in RAS for the modeling of turbulent combus-

tion. Other good reviews can be found in [16, 17]. LES of turbulent combustion

has been an active research field for approximately 10 years, during which most

of the chemistry closure models developed for RAS have been adapted to work as

LES chemistry closures. Various reviews [94–97] provide the details of the filtered

chemical source term models that have been used for LES of turbulent combustion.

Generally speaking, models for turbulent combustion can be divided into two

categories based on the assumed time scales for chemistry relative to other physical

time scales, leading to: (1) the slow/fast chemistry models; and (2) finite-rate

chemistry models.

In the fast/slow chemistry models, the interaction between chemistry and tur-

bulence is essentially ignored, assuming that the chemical time scales are either

very short or very long compared to the turbulent fluctuations’ time scales. Thus,

either turbulent mixing or the slow chemistry is the rate-determining process. The

Arrhenius model, wherein the functional form of the instantaneous rate equation is

used to model the filtered chemical source term simply by replacing the instanta-

neous quantities with the filtered quantities, provides a reasonable approximation

to the filtered chemical source term in the slow chemistry limit. This is because

when the chemistry is very slow relative to the turbulent mixing, all the quantities

would be well micro-mixed at the molecular level before the start of the chemical

reactions.
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The eddy break-up model [98] and its variants (eddy dissipation model [15]),

on the other hand, assume that the chemistry is fast compared to the turbulent

mixing. In that case, turbulent transport of species and enthalpy is the rate-

controlling process. These models are based on the concept of an equilibrium

turbulence energy cascade in nonreacting flows.

Steady flamelet models and their variants, with decoupled chemical kinetics

and turbulence hydrodynamics, assume that local structure of a turbulent flame

corresponds to that of a laminar flame. This assumption requires that the spatial

gradients normal to the flame-front must be dominant. When such conditions exist,

there is a tight local coupling between chemical kinetics and molecular transport.

The above models generally are not sufficient in combustion systems where the

effects of the finite-rate chemistry are important. For example, the reactions might

be slow, and local extinction and possible reignition might occur. It is essential to

capture the turbulence–chemistry interactions in such systems, and thus finite-rate

models are required to account for the high nonlinearities present in the chemi-

cal source term. Pitsch and Steiner [99] have used an unsteady flamelet model

for this purpose. In general, statistical techniques have shown great promise in

treating the nonlinearities in the chemical source term. Various models have been

proposed that use probability theory to estimate the filtered chemical source term.

Conditional-moment-closure (CMC) models [100, 101] solve for the conditionally

filtered first and higher moments of species mass-fractions and temperatures, where

conditioning is usually done using a mixture-fraction variable in nonpremixed sys-

tems and a reaction progress variable in premixed systems. A good review of CMC

models is available in [102].

Filtered density function models account for the effects of unresolved scalar

fluctuations by considering the probability density function of the subfilter-scale

quantities. FDF based models also employ a statistical approach, and can be

further classified into presumed FDF models and transported FDF models. In

presumed FDF models, the shape of the PDF is assumed (often a beta-function

distribution) and is parameterized in terms of its lower moments, and modeled

equations are solved for the parameters. This approach may not yield accurate

results, as the functional form of the PDF is presumed with limited physical rea-

soning. In contrast, in transported FDF method one solves for the joint PDF of
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subfilter-scale fluctuations of scalars, and is able to deal with arbitrary joint FDF

shapes. The filtered chemical source term is in closed form and does not require

any modeling assumption, which is the most compelling advantage of transported

FDF methods. This has resulted in a huge interest in the development and appli-

cation of transported FDF methods [6, 7, 18–23, 103]. In fact, any term that is

solely dependent on the local scalars can be represented exactly in this method,

no matter how nonlinear or complex it is. The transported FDF method is used

in this work to close the filtered chemical source terms, and is discussed in more

detail in Section 2.5. Another statistical approach, the linear eddy model [104],

also has been used for LES of turbulent combustion. In that case, mechanistic

stochastic models are employed to account for turbulence advection and mixing

processes.

2.5 Transported FDF Methods

In reacting flows, turbulence and chemistry interact at the smallest (i.e., subfilter)

scales. Little, if any, of the effects of turbulent fluctuations can be resolved in LES,

and, therefore, the entire filtered chemical source term needs to be modeled. This

situation is essentially same as for a RAS approach, and consequently the closure

models proposed for filtered chemical source terms and applied in LES are essen-

tially adaptations of closures developed for RAS formulations. Among the most

promising closures available in RAS are the transported PDF methods, where the

chemical source terms are exactly represented. The use of PDF methods was orig-

inally motivated by difficulties encountered in the closure of chemical source terms

when using moment methods [105–107]. In PDF methods, one solves for the evo-

lution of the joint probability density function of a set of variables that determine

the local thermochemical state of a reacting system. A comprehensive description

of PDF methodology has been given by Pope [108]. Other reviews are available

in [109, 110], and a recent comprehensive review can be found in [111]. The pre-

dictive capability of PDF methods in RAS is well established [16, 56, 112], and

this has generated interest and research activity in the application of PDF-based

closures in LES of turbulent combustion [6, 7, 18–23]. In LES, the filtered-density

function (FDF) is used as a statistical measure instead of the PDF. The physical
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interpretation of a FDF is very different from a PDF. The FDF represents the

instantaneous stochastic subfilter distribution of the quantity of interest, and is a

fluctuating function that evolves with the flow, unlike a PDF which denotes a de-

terministic statistical property of system [113]. Nevertheless, for present purposes

the FDF can be thought of as a PDF of the subfilter distribution. In the LES

context, the terms “PDF” and “FDF” often have been used interchangeably in

the literature. The PDF (to be precise, FDF) based closures in LES are denoted

as FDF methods. The history of the development of FDF methods is presented

in Section 2.5.1. The composition FDF method [19] is the most widely used FDF

method, and is explained in detail in Section 2.5.2. Lagrangian Monte Carlo tech-

niques [108] for the solution of modeled composition FDF transport equations are

discussed in Section 2.6, along with the details of their numerical implementation.

2.5.1 Background of FDF Methods

The use of PDF-based approaches for SFS modeling was first suggested by Givi [114].

However, it was the formal definition of the FDF by Pope [115] that facilitated

the implementation of FDF methods as SFS models in LES. An FDF represents

the joint probability density function of subfilter-scale fluctuations, and includes a

complete one-point subfilter statistical description of its variables.

Madnia and Givi [116] were the first to conduct a numerical study using

LES/FDF; there the shape of the FDF was specified a priori (a presumed FDF

method). The use of presumed FDF’s continued in several subsequent studies.

In most cases, the thermochemical state was parameterized by a single conserved

scalar mixture fraction (a fast chemistry limit), and the mixture fraction FDF was

taken to have a beta-function distribution. The beta distribution is parameterized

by its first two moments; therefore, a transport equation is solved for the filtered

conserved scalar, and an algebraic relation is normally used for the subfilter scalar

variance. Solution of a modeled transport equation can also be used to obtain the

subfilter scalar variance. The beta function promises to be a better model for the

presumed FDF approach in LES than for the presumed PDF approach in RAS.

This is because the FDF generally is narrower (smaller fluctuations). Moreover,

intermittency, which is a significant source of error when using the beta function
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in RAS, is less of a problem in the LES context since intermittency mostly occurs

on the resolved scales. Several studies have investigated the validity of the beta

function approximation for the FDF of mixture fraction for nonpremixed reacting

flows of constant and variable density [117–119]. They concluded that the beta

function distribution is a good approximation for the FDF of mixture fraction, and

that this estimate is better in LES than in RAS models. However, Tong [120] and

Tong et al. [121] reported that the FDF often substantially deviates from a beta

function. Givi et al. [122] noted that the true shape of a probability distribution

is strongly dependent on the actual physics of mixing in a given flow condition.

A more powerful technique, compared to assuming the shape of the FDF, is to

determine the FDF directly via the solution of its transport equation. This class of

methods is referred to as transported FDF methods. Transported FDF methods

eliminate the need to specify the FDF shape a priori. The first application of

transported FDF methods was reported by Colucci et al. [18]. They developed

and solved a modeled transport equation for the marginal scalar FDF (SFDF) in

constant-density flows, and demonstrated the importance of subfilter-scale fluctua-

tions for accurate modeling of the filtered chemical reaction rates. Jaberi et al. [19]

extended the SFDF approach to variable-density flows and formulated a marginal

scalar filtered mass density function (SFMDF) method.

The above approaches considered only the joint PDF of the scalar subfilter-scale

fluctuations and, therefore, conventional methods (normally a gradient transport

approximation) were used to close terms that involve subfilter-scale velocity fluc-

tuations. Scalar FDF methods also require the filtered velocity fields through the

solution of filtered momentum equations, and information about the turbulent time

and length scales. Gicquel et al. [82] developed and solved a transport equation

for the marginal velocity FDF (VFDF) in constant density flows, and showed the

advantages of the FDF approach over conventional methods in accounting for the

effects of subfilter-scale velocity correlations. The development of the joint FDF

of velocity and scalar fields for constant density flows (VSFDF) was carried out

by Sheikhi et al. [20]. Givi et al. [103] presented a joint velocity and scalar filtered

mass density function method for variable density flows (VSFMDF), and applied

the method to conduct LES of relatively simple flows. This method, in addition

to the chemistry closure, provides an exact closure for the terms involving subfil-
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ter velocity fluctuations. However, although the velocity field is calculated, this

method is still not stand-alone. Since the FDF is a one-point, one-time model, it

contains no information on the time and length scales of unresolved turbulent mo-

tions. The subfilter turbulent dissipation field has to be provided externally to the

process, to provide the necessary turbulence time-scale information. This external

specification of time-scale information can be eliminated by considering turbulent

frequency as a random variable in the FDF formulation. Such a method was re-

ported by Sheikhi et al. [123] who considered a joint frequency–velocity–scalar

FMDF to treat turbulent reacting flows.

The joint velocity–scalar FDF method is relatively new and is still in the de-

velopment phase, and most applications of FDF methods to turbulent combus-

tion [6, 7, 21–23] have been based on the marginal scalar FDF method, which is

also known as the transported composition FDF method. Sheikhi et al. [7] con-

ducted LES of Sandia Flame D [124, 125] using a variable-density marginal scalar

FDF SFMDF closure, where they used a simple flamelet model to relate the in-

stantaneous composition to the mixture fraction, and evolved the FDF of mixture

fraction using a transported FDF approach. Raman et al. [6] applied a similar

approach to a nonpremixed methane–hydrogen bluff-body stabilized flame [126].

James et al. [23] performed LES of the Sandia/Sydney swirl burners (SM1 and

SMA1) and the Sandia/Darmstadt piloted jet diffusion flame (Flame D) using a

simplified two-step chemistry and the transported composition FDF method. Ra-

man and Pitsch [22] considered a 16-species reduced methane–air chemistry and

performed LES of Sandia Flames D and E. They used a transported FDF method

where the joint FDF of species compositions and energy scalar was considered.

Frankel et al. [40] used a composition FDF method to account for turbulence–

chemistry interactions and emission TRI, and neglected the unresolved absorption

TRI by invoking the OTFA.

As discussed above, the joint frequency–velocity–scalar FDFmethod [123] is the

most comprehensive LES/FDF model to date, but it is in the nascent stage. The

joint velocity–scalar FDF method is potentially more accurate than composition

FDF, but it remains immature. On the contrary, the SFMDF method or compo-

sition FDF method, has seen relatively more wide-spread usage and has proven to

be quite effective in LES of turbulent flames [6, 7, 22, 23]. Hence, the transported
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composition FDF in conjunction with the finite volume code OpenFOAM [127] is

used in this study to account for the subfilter-scale turbulence–chemistry interac-

tions and SFS emission TRI, as described in the following sections. As explained

in Section 3.4, SFS absorption TRI is captured through the use of a photon Monte

Carlo method [37, 128] as the RTE solver.

2.5.2 The Transported Composition FDF Method

The transported composition FDF method considers the subfilter-level fluctuations

of composition variables in a probabilistic manner [19]. The composition variables

include all the scalars necessary to determine the thermodynamic state of the re-

acting mixture (i.e., for low-Ma flows, species mass-fractions and mixture specific

enthalpy or temperature). The subfilter-scale species mass fractions and the en-

ergy scalar are treated as random variables. Loosely speaking, the composition

FDF quantifies the probability of having a particular gas composition (including

temperature) in the subfilter fluctuations.

The most remarkable feature of the FDF method is that (as in RAS-based PDF

methods) one-point nonlinear terms, such as chemical reactions, can be treated

exactly no matter how complicated they are. As an extension, any term in the

FDF equation, as long as it is a function of the local scalar variables only, can be

treated exactly by composition FDF methods. Frankel et al. [40] used this fact

to model the radiative emission including emission TRI. This is possible because

radiative emission depends only on local quantities.

The exact treatment of local nonlinear terms in FDF methods is in contrast to

conventional moment methods. In the latter approach, the filtered reaction rates

can be determined only under special constraints of linearity or when the reactions

are very fast or very slow compared to the turbulent time scales. Moreover, mo-

ment methods typically assume that only the lowest-order moments of a physical

quantity Q are important and that higher moments can be neglected without sig-

nificant loss of accuracy. However, in the FDF method, moments of all orders for

any quantity Q, which is only a function of the scalar field φ (here, species mass

fraction and enthalpy), can be calculated directly from the FDF; the first moment

is the filtered value of quantity Q. The quantity Q can include the absorption
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coefficient κ, specific heat cp, density ρ and any other quantities that depend only

on φ.

The composition FDF is not a self-contained model. The filtered momentum

equations must be solved for the velocity field ũ, and an SFS turbulence model

(such as a Smagorinsky eddy-viscosity model) is required to determine both SFS

diffusivity and the mixing rate used in the stochastic mixing model [129, 130]. As

mentioned above, OpenFOAM (an open-source CFD code) [127] will be employed

in this work to obtain the filtered velocity field.

2.5.2.1 Composition FDF Formulation for Variable Density Flows

For variable density flows, the filtered mass density function (FMDF) is consid-

ered instead of the filtered density function (FDF). Mathematically, the FMDF,

denoted as F , for a scalar composition vector φ(x, t) is defined as the mass-weighted

spatially filtered value of the fine-grained density [19],

F(ψ; x, t) ≡

∫ +∞

−∞

ρ(x′, t) ς[ψ, φ(x′, t)] G(x′ − x) dx′ , (2.20)

where the fine-grained density ς[ψ, φ(x, t)] is:

ς[ψ, φ(x, t)] = δ[ψ − φ(x, t)] ≡
σ∏

α=1

[ψα − φα(x, t)] . (2.21)

In the above expressions, δ denotes the Dirac–delta function, G is the filter ker-

nel, ρ is the density, σ is the size of scalar array, and ψ represents the composition

space vector. The FMDF, F(ψ; x, t), is then the mass- and filter-kernel-weighted

joint probability density of φ having a certain composition ψ in a fluid in the

vicinity of point x at time t. Integration of the FMDF over the entire composition

space results in the filtered mass density at that point:

∫ +∞

−∞

F(ψ; x, t) dψ =

∫ +∞

−∞

ρ(x, t) G(x′ − x) dx′ = ρ(x, t) . (2.22)

Furthermore, the mass-weighted conditional filtered mean of a variable Q(x, t)

is defined as:
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〈(Q(x, t)|ψ〉) ≡

∫ +∞

−∞
ρ(x′, t) Q(x′, t) ς[ψ, φ(x′, t)] G(x′ − x) dx′

F(ψ; x, t)
. (2.23)

The integration of the mass-weighted conditional filtered mean times the FMDF

over the entire composition space results in the conventional filtered value of the

product of mass density and the quantity Q:

∫ +∞

−∞

〈(Q(x, t)|ψ〉) F(ψ; x, t) dψ = ρ(x, t) Q(x, t) = ρ(x, t) Q̃(x, t) . (2.24)

The expression forQ(x, t)|ψ (Eq. 2.23) shows that if the variableQ is completely

determined by the compositional vector φ (i.e., Q(x, t) = Q
(
φ(x, t)

)
, then

Q(x, t)|ψ ≡ Q̂(ψ) (2.25)

Here the symbol ̂ denotes that the variableQ can be determined from composition

vector φ. Therefore, for any arbitrary variable Q(x, t), which is only a function of

the composition variable φ, Eq. (2.24) can be re-written as:

∫ +∞

−∞

Q(ψ)F(ψ; x, t) dψ = ρ(x, t) Q̃(x, t) . (2.26)

This equation illustrates the most remarkable feature of the FDF method:

any quantity Q̂ (i.e., Q
(
φ(x, t)

)
= Q(x, t)), regardless of its complexity, can be

represented exactly in LES if the FMDF is known. The FMDF can be used not

only to extract filtered quantities, but also higher moments of the fluctuations.

Following the usual practice in the literature, “FDF” will henceforth be used

for “FMDF”, unless noted otherwise.

2.5.2.2 Exact Transport Equation for the Composition FDF

The transport equation for the FDF F(ψ;x, t) can be derived starting from the

instantaneous conservation laws for the scalars. For a composition variable φα(x, t),
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ρ
Dφα
Dt

= −
∂Jαi
∂xi

+ ρSα , (2.27)

where D/Dt is the material derivative, Jα is the molecular diffusive flux of φα, and

Sα is the rate of creation of φα. Starting from Eq. (2.27), Colucci et al. [18] obtained

a transport equation for the fine-grained density, ς[ψ, φ(x, t)]. Jaberi et al. [19]

obtained the following transport equation for FDF (F(ψ;x, t)) by spatially filtering

the transport equation for fine-grained density and some algebraic manipulations:

∂F
∂t

+ ∂
∂xi

[ũi F ] + ∂
∂ψα

[Sα(ψ)F ] =

− ∂
∂xi

[
ũ′i|ψ F

]
+ ∂

∂ψα

[
1
ρ

∂Jα
i

∂xi
|ψ F

]
− ∂

∂ψα

[
Sα,nonlocal|ψ F

]
.

(2.28)

This is an exact transport equation for the FDF. Here i and α represent direc-

tions in physical and composition space, respectively. The notation
(
A|B

)
denotes

the conditional filtered value of term A, conditioned on the occurrence of event B.

Similarly, the expression of the form
(
Ã|B

)
denotes the mass-weighted condition-

ally filtered value of term A. The first two terms on the left-hand side represent

the transport of the FDF following the Favre filtered flow. The third term is the

divergence of the flux of FDF in composition space due to source terms that de-

pend only on the local composition (e.g., chemical reaction and radiative emission).

These sources are represented exactly, no matter how nonlinear they are. The first

two terms on the right-hand side emphasize the unclosed nature of SFS convec-

tion and mixing in composition FDF methodology, as indicated by the presence of

the conditional filtered values. These terms require modeling. Modeling of these

unclosed terms is discussed in the next section. The third term on the right-hand

side is due to source terms that are not functions of local composition only (e.g.,

radiative absorption) and this term also requires modeling. Here a photon Monte

Carlo method (Section 3.2.1) is used to model the effect of absorption.
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2.5.2.3 Modeling in Composition FDF Methods

2.5.2.3.1 Subfilter-Scale Turbulent Transport

The first term on the right-hand side of Eq. (2.28) represents transport of the FDF

in physical space by subfilter-scale velocity fluctuations. The composition FDF

contains no information about the velocity fields, and hence this term needs to be

modeled. A gradient-diffusion model is generally used. In that case, the unclosed

flux of the FDF is proportional to the gradient of the FDF, with an apparent

turbulent diffusivity that represents the effects of subfilter-scale motions:

ũ′i|ψ F ' −ρ Γt
∂ (F/ρ)

∂xi
. (2.29)

The apparent diffusivity (Γt) is calculated using the eddy-viscosity νT from a

SFS stress closure, and the subfilter-scale turbulent Prandtl or Schmidt number

(σφ):

Γt = νT /σφ . (2.30)

2.5.2.3.2 Mixing Models

The second term on the right-hand side of Eq. (2.28) represents transport in the

scalar (composition) space due to molecular transport: this is a “mixing” term.

Spatial gradients that appear in the molecular mixing term require additional

length-scale information that is not available in the one-point, one-time FDF for-

malism, and therefore this term needs to be modeled. This modeled term becomes

very important when dealing with reactive flows, and has been one of the main

limitations of probability-based methods (i.e., RAS/PDF and LES/FDF) for such

flows. It is expected that the influence of the mixing model will be smaller for

LES/FDF than in RAS/PDF simulations, since LES explicitly resolves the large-

scale dynamics.

There are several constraints for a “good” mixing model, and these have been

summarized in [16, 131]. Several mixing models have been proposed but none

of them fully satisfies all of the constraints. One of the simplest models, pro-

posed by Dopazo [132], is the interaction-by-exchange-with-the-mean, or the IEM
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model [133]; this is also known as the LMSE (linear mean-square estimation)

model. A known drawback of the IEM model is that it does not relax the PDF

(in RAS/PDF simulations) to a Gaussian distribution in homogeneous isotropic

turbulence, in contrast to experimental evidence. The conditional mixing term in

the case of IEM can be written as,

∂

∂ψα

[
−
1

ρ

∂Jαi
∂xi

|ψ F

]
'

∂

∂xi

[
ρ Γ

∂ (F/ρ)

∂xi

]
+

∂

∂ψα

[
CφΩm(ψα − φ̃α)F

]
, (2.31)

where Γ is molecular diffusivity, Cφ is a model constant and Ωm is the frequency

of mixing within the subfilter scales. Note that the first term on the RHS in the

above expression is actually not a part of the mixing model; it is added to make

the model behave reasonably in regions where the flow is locally well resolved. Ωm

is given by

Ωm =
Γ + Γt
∆2

, (2.32)

where ∆ is the local filter width.

An alternative to IEM is the coalescence-dispersion (CD) model, also known

as the particle interaction model or stochastic mixing model or Curl’s model. In

this model, two notional particles∗ with distinct composition first “coalesce” and

then “disperse” with identical compositions. Operationally, two particles p and q

are selected at random in a control volume, and mix with a specified probability

pmix during one computational timestep dt. After mixing, the new scalar values on

the two particles are the mass-weighted average of the values before mixing. The

probability of a pair of particles mixing is given by

pmix = CφN
δt

τ
, (2.33)

where τ is a turbulence timescale for subfilter mixing (τ = Ω−1
m ), Cφ is the model

constant, and N is the number of particles present in the control volume under

consideration. A drawback of the CD model is that the new scalar values can only

take a countable number of values. This can be overcome by using a modified CD

∗Refer Section 2.6.1 for details on the context of these particles.
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model proposed by Janicka et al. [134], so that the final scalar values can take any

value between the bounds for that scalar. A second improvement to CD models

is the age-biased CD model by Pope [135], in which the selection of particles for

mixing is biased towards particles which have not mixed recently.

Both the IEM and CD models are nonlocal in reactive scalar space. In non-

premixed combustion with fast chemistry, mixing based on IEM or CD can result

in the transition of cold fuel and oxidizer particles across the reaction zone without

the particles being subjected to chemical reaction. That violates the physical prin-

ciple that mixing of adjacent material in physical space is equivalent to mixing of

neighboring particles in reactive scalar space. The Euclidean Minimum Spanning

Tree (EMST) model by Subramaniam and Pope [136, 137] addresses the above

problem, and enforces locality in composition space. In the EMST model, the

change in particle composition is determined by particle interactions along the

edges of Euclidean minimum spanning trees constructed on ensembles of particles

in the composition space.

Several mixing models have demonstrated success in simple configurations.

However, the IEM and CD models (and variants) remain the most commonly

employed due to their ability to handle realistic finite-rate chemistry more easily

than others. In this work, a variant of the CD model is used.

2.5.2.4 Modeled Transport Equation for Composition FDF

The unclosed SFS convection and conditional mixing terms in the exact transport

equation for F (Eq. 2.28) are treated using the gradient-diffusion model and a

mixing model, respectively. The resulting modeled transport equation for the

FDF, F(ψ; x, t) is

∂F

∂t
+

∂

∂xi
[ũi F ] +

∂

∂ψα
[Sα(ψ)F ] =

∂

∂xi

[
ρ (Γ + Γt)

∂ (F/ρ)

∂xi

]
+ Fmix −

∂

∂ψα

[
Sα,nonlocal|ψ F

]
,

(2.34)
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where Fmix is the flux in the composition space due to SFS molecular mixing and

is obtained from a mixing model. For the IEM model, Fmix is:

Fmix =
∂

∂ψα

[
CφΩm(ψα − φ̃α)F

]
. (2.35)

The modeled transport equation for F is solved using a Lagrangian Monte

Carlo method, as discussed in Section 2.6.

2.6 Solution to Modeled Composition FDF Trans-

port Equation

The modeled composition FDF transport equation (Eq. 2.34) is similar in form to

the modeled composition PDF transport equation encountered in RAS/PDF sim-

ulations [108]. Composition PDF methods in RAS have been an active research

field for over two decades, and significant advances have been made in numeri-

cal solution algorithms for modeled composition PDF transport equations. These

algorithms can be applied directly for LES/FDF methods. Here the key devel-

opments that have been made in solution techniques for composition PDFs are

reviewed.

The modeled PDF (FDF) transport equation can be solved, in principle, by

traditional finite-volume or finite-element methods. Janicka et al. [134] used this

approach to solve for a composition PDF in a jet diffusion flame. In general,

however, the PDF (FDF) transport equation has high dimensionality (up to 4+ σ

independent variables, where σ is the length of composition space vector), and is

completely different from the traditional moment-closure model equations. The

large number of independent variables makes it prohibitively expensive to use

conventional grid-based methods, such as finite-volume methods (FVM), finite-

difference methods (FDM), or finite-element methods (FEM) to solve Eq. (2.34),

since the associated computational cost scales exponentially with the number of

independent variables. Monte Carlo particle methods to the solution of the PDF
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equation have been developed [108] as an alternative; in that case, there is only a

linear growth in computational effort with the increase in number of independent

variables. The key point in Monte Carlo methods is that the PDF (FDF) is

represented by an ensemble of notional particles whose properties (compositions)

evolve by deterministic or stochastic differential equations (SDEs) such that the

particles follow the same PDF (FDF) as the solution of the modeled PDF (FDF)

transport equation.

Monte Carlo methods have been applied both in the Eulerian sense (node-based

particle) [110, 135] and the Lagrangian sense (particle-tracking) [108] to the so-

lution of PDF equations. In the Eulerian node-based approach, a fixed number

of particles is assigned to each cell in the grid. The particles do not individually

represent physical mass, and therefore, do not have continuous locations; they are

thus thought of as being located at cell-centers. The number of particles in each

cell is constant, and transport processes such as diffusion and convection are mod-

eled by exchanging particles in a given cell with particles from randomly selected

neighboring cells. This method is relatively simple to implement, but has a major

disadvantage that it introduces randomness in the implementation of both convec-

tion and turbulent diffusion, leading to a large statistical error. In contrast, in a

Lagrangian particle-tracking method, notional particles are randomly distributed

in the computational domain and are associated with the finite-volume cell that

they occupy at a given instant of time. These particles represent a physical mass

and their physical location is tracked throughout the flow field by solving for their

evolution equations (SDEs). By its nature, the particle tracking method is grid-

free; however, in general, a grid is required to extract the statistics of the scalars

at discrete locations and for other purposes. The number of particles in a cell is

not constant in this method, and fluctuates in time as particles move throughout

the flow field. The Lagrangian particle-tracking method is more complicated and

difficult to implement than the node-based Eulerian method, but brings a reduc-

tion in the statistical error since convection by the resolved velocity is not treated

in a stochastic sense. Also, the Lagrangian method has lower numerical diffusion

than the Eulerian method. A particle-tracking Monte Carlo method [138–140]

will be used in this study to obtain the solution of the modeled composition FDF

transport equation.
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As discussed before, the composition FDF method is not self-contained; it

requires information about the filtered velocity field for particle advection, turbu-

lence length scales for SFS convection, and turbulence time-scales for SFS mixing

from a flow solver. Therefore, a Lagrangian Monte Carlo method for the compo-

sition FDF needs to be coupled with a conventional grid-based flow solver, in a

hybrid FV/particle composition FDF method. Details of the coupling procedure

employed in this work are presented in Section 4.1.1. The solution algorithm used

in this work is based on algorithms published by Pope and coworkers [108, 141, 142]

and by Subramaniam and Haworth [138]. An algorithm developed by Zhang and

Haworth [139] to ensure consistency between the values obtained by a FV solution

and Monte Carlo solution is also used.

In stand-alone PDF (FDF) or hybrid FV/PDF (FDF) approaches, the mean

(filtered) fields are extracted on the PDF (FDF) side by averaging over the parti-

cles. The extracted mean fields contain statistical noise which, when passed to the

FV side, can lead to numerical instabilities. Therefore, coupling between the FV

and particle representations in a hybrid RAS/PDF simulation usually involves sim-

plifying assumptions for steady-state approaches, such as time-blending [139, 140]

or loosely-coupled algorithms [142, 143], to minimize the statistical noise in the ex-

tracted fields. However, since LES is inherently transient, a time-accurate coupling

is necessary, and no such steady-state simplifications can be made. An indirect

feedback approach by Murodoglu et al. [142–144] reduces the statistical noise in

the fields obtained from the PDF (FDF) side, and has been adopted in all of the

LES/FDF studies conducted to date [6, 7, 22, 23, 103]. This approach will also be

incorporated in this work, and is discussed in detail in Section 4.1.6.

The evaluation of mean (filtered) quantities and higher moments obtained from

PDF (FDF) particle field is strongly tied with the numerics of particle tracing.

Conventional particle tracing suffers from various weaknesses, which have been

identified and described in detail by Li [145]. A large variation in cell size could

result in too many or too few particles, and hence waste of computational time

or large statistical errors, respectively. This imbalance in particle counts with

the variation is cell size has been addressed by Subramaniam and Haworth [138],

who proposed a scheme to control the particle number density in each cell of the

computational domain. This scheme is used in this work, and is described in
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Section 4.1.3. Li and Modest [146] targeted the limitation of using constant time

steps, and developed a scheme where instead of using a single time step in the

integration of SDEs for each particle, they used locally divided adaptive sub-time-

steps governed by the local flowfield.

2.6.1 Stochastic Differential Equations (SDEs) for Lagrangian

Monte Carlo FDF Methods

The development of stochastic simulation techniques for PDF equations is largely

due to Pope and his coworkers. Since the modeled transport equation for the com-

position FDF is similar to that for the composition PDF, the Lagrangian Monte

Carlo procedure outlined by Pope [108] for the solution of a modeled composition

PDF transport equation is employed for the solution of a modeled transport equa-

tion for the composition FDF. The idea is to represent the FDF by a sufficiently

large number of particles. Each particle can be interpreted as an independent

realization of the flow, and evolves in time according to a set of stochastic differ-

ential equations which govern its transport. The particles move in physical space

by convection due to the filtered flow velocity and diffusion due to molecular and

subfilter diffusivities. The composition values of each particle undergo changes due

to reaction and subfilter mixing. As shown by Pope [147], there is a one-to-one cor-

respondence between the modeled transport equation for PDF, particle evolution

equations obtained from the Lagrangian Monte Carlo procedure, and the modeled

Eulerian governing equations for field means. Thus, for a modeled FDF equation

(Eq. 2.34), the corresponding equations for particle location x and composition φ

are the following stochastic equations:

dx∗(t) = [ũ+∇ (Γ + ΓT ) /ρ]x∗(t) dt+ [2 (Γ + ΓT ) /ρ]
1/2
x
∗(t) dW , (2.36)

dφ∗
α(t) = S∗

α,reactiondt+ F ∗
mix + δαs

S∗
radiation

ρ∗
dt, α = 1, . . . , s , (2.37)

where F ∗
mix is the change in species composition due to subfilter mixing, and

S∗
radiation is the radiative heat source calculated for the particle. In these equa-

tions, the number of species is varied from α = 1, . . . , σ − 1 and the σth scalar is

the enthalpy; the radiation source term only affects the σth scalar. Variables with
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an asterisk refer to the values of a Lagrangian particle, W is an isotropic vector

Wiener process and ΓT is the SFS turbulent diffusivity given in Eq. (2.30).

Pope [108, 148] argued that, according to the principle of stochastically equiva-

lent systems, the solution of the above particle evolution equations yields the same

statistics as those obtained directly from the solution of the modeled FDF transport

equation. The FDF is then obtained approximately as the histogram of the par-

ticles’ properties in sufficiently small neighborhoods in physical space, and the mo-

ments (filtered values and higher moments) of any quantityQ
(
where Q(x, t) ≡ Q

(
φ(x, t)

))

are deduced statistically from the properties of these particles. The estimation of

moments from particles’ properties is described further in Section 4.1.5.

The particle SDEs listed above are solved in conjunction with a FV solver.

Details of the numerical implementation of particle Monte Carlo scheme employed

in this work are presented in Chapter 4.
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Thermal Radiation and TRI

3.1 Thermal Radiation

Radiative transfer of heat is quite different from the two other modes of heat

transfer, conduction and convection, in many ways. In contrast to conduction and

convection, radiative transfer of heat does not require the presence of a medium.

Thermal radiation is treated conceptually in terms of electromagnetic waves, or of

massless photons; the two representations are used interchangeably. As the pres-

ence of matter or a medium is not required for thermal radiation, radiative heat

transfer is important in space and vacuum applications. For conduction and con-

vection, heat transfer rates are roughly proportional to the temperature difference.

By contrast, radiative transfer of heat is roughly proportional to the difference in

the temperature to the fourth power. The key differences between radiative and

conductive/convective transfer of heat are summarized in Table 3.1.

Radiation Conduction and Convection

Dominates at high temper-
atures

Dominate at low tempera-
tures

Does not require interaction
with medium

Require medium to transfer
energy

Roughly proportional to
fourth power of tempera-
ture difference

Approximately linear de-
pendence on temperature
difference

Table 3.1. Radiative versus conductive/convective modes of heat transfer.
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The fourth power temperature dependence makes thermal radiation increas-

ingly significant with increasing temperature, thereby making thermal radiation

an important mode of heat transfer in combustion applications. In spite of its

significance at high temperatures, thermal radiation has often been neglected or

accommodated using simple models in the numerical analysis of chemically react-

ing flows, while relatively more attention has been paid to the complex phenomena

of turbulence, chemistry and turbulence–chemistry interactions. Thermal radia-

tion is difficult to model accurately, and that partly explains the relative lack of

attention to thermal radiation in reacting flows. However, in recent years, there

has been an increase in the efforts to more accurately model thermal radiation in

numerical studies of chemically reacting flows.

3.1.1 The Radiative Transfer Equation (RTE)

The radiative source term in the instantaneous energy equation can be expressed

as the divergence of the radiative heat flux:

−Ssource = ∇·q
rad

=

∫ ∞

0

κη

(
4πIbη −

∫

4π

IηdΩ

)
dη = 4κPσT

4−

∫ ∞

0

∫

4π

κηIηdΩdη

(3.1)

Here η denotes wavenumber, κη is the spectral absorption coefficient, Ibη is the

Planck function (a known function of local temperature and wavenumber), Ω is

solid angle, σ is the Stefan-Boltzmann constant, κP is the Planck-mean absorption

coefficient, and Iη is the spectral radiative intensity that is obtained by solving the

radiative transfer equation (RTE) [149].

The Planck-mean absorption coefficient is given by

κP =

∫∞

0
κηIbηdη∫∞

0
Ibηdη

=
π

σT 4

∫ ∞

0

κηIbηdη . (3.2)

For a gray medium, there is no wavenumber dependence and Eq. (3.1) reduces to

∇ · ~qrad = 4κPσT
4 − κPG , (3.3)

where G ≡
∫
4π
IdΩ is the direction-integrated intensity, commonly known as inci-
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dent radiation, which is obtained by solving the RTE [149]. The radiative source

term consists of emission and absorption contributions, given by the first and sec-

ond terms on the right-hand side of Eq. (3.3), respectively.

Radiative heat transfer is governed by an integro-differential equation with six

independent variables: three spatial coordinates, two directional coordinates, and

wavenumber for spectral dependence. The RTE is [149]:

dIη
ds

= ŝ · ∇Iη = κηIbη − βηIη +
σsη
4π

∫

4π

Iη (ŝi) Φη (ŝi, ŝ) dΩi . (3.4)

Here ŝ and ŝi denote unit direction vectors, σsη is the spectral scattering coefficient,

βη = κη + σsη is the spectral extinction coefficient, and Φη (ŝi, ŝ) denotes the

scattering phase function; the latter describes the probability that a ray from

incident direction ŝi is scattered into direction ŝ. The local value of Iη depends on

nonlocal quantities, on direction (ŝ), and on wavenumber.

3.2 RTE Solution Methods

The integro-differential RTE has a structure that is quite different from the par-

tial differential equations that express conservation of mass, momentum, energy,

and species composition. The difficulty in solving the RTE is amplified in cases

where spectral radiation properties of participating gases (e.g., H2O and CO2)

need to be considered. The absorption coefficient of such gases includes hundreds

of thousands of individual spectral lines, such that κη exhibits strong and irregular

behavior with wavenumber. Coupling radiation with other modes of heat transfer

further complicates the problem. Therefore, analytical solutions to the RTE are

exceedingly difficult to obtain and explicit solutions exist for only a small num-

ber of simple configurations, such as one-dimensional plane-parallel media without

scattering.

For realistic configurations, which may involve radiative equilibrium, multi-

dimensional irregular geometry, anisotropic scattering or inhomogeneous media,

a number of methods have been developed to obtain solutions to the RTE. The

most common ones are: (1) the zonal method, (2) the spherical harmonics method

(SHM), (3) the discrete ordinates method (DOM), and (4) the Monte Carlo method.
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With the exception of the Monte Carlo method, all of the above methods ap-

proximate the directional distribution of intensity, reducing the daunting integro-

differential equation to a set of partial differential equations or algebraic equations.

The lowest order SHM (P1 approximation) and DOM method are the most popu-

lar, because they are relatively easy to implement and are reasonably accurate in

many situations. The SHM and DOM differ in the way in which the directional

dependence of radiative intensity is approximated. The solution to RTE can be

further simplified in appropriate limiting conditions (e.g., cold-medium approxi-

mation, optically thin approximation, optically thick approximation).

The zonal, SHM and DOM are deterministic in nature, whereas the Monte

Carlo method is a statistical method. The Monte Carlo method explicitly simulates

the various thermal radiation phenomena (such as emission, absorption, reflection

and scattering) accurately, and can be applied to the most complicated problems

with relative ease. More information on the Monte Carlo methods is provided in

Section 3.2.1. In this work, a Monte Carlo method is used.

3.2.1 Monte Carlo Method

Among radiative transfer models, Monte Carlo Ray Tracing (MCRT) can be ap-

plied to problems of arbitrary difficulty with relative ease [149]. The MCRT

method directly simulates the underlying physical processes, i.e., emission, absorp-

tion, scattering and reflection, from which the RTE is derived. In the standard

Monte Carlo method, a ray carrying a fixed amount of energy is emitted and its

progress is then traced until it is absorbed at a certain point in the participating

medium or on a wall, or until it escapes from the enclosure. However, this method

is inefficient when the medium is optically thin or the walls are reflective [150].

To alleviate this problem, Modest applied the concept of energy partitioning, in

which the energy carried by a ray is no longer absorbed all at once, but rather

is attenuated gradually along its path until its depletion or until it leaves the

enclosure [151, 152].

Wang et al. [153] extended the MCRT to account for continuous media repre-

sented by discrete particles. However, the particle representation in those MCRT

schemes required assigning additional physical attributes to the notional particles
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that are used in the PDF method. This is explained in more detail in Section 4.2.

A set of MCRT schemes that is consistent with the notional particle representation

of PDF methods is developed in this work, and is presented in Section 4.2.1.

3.3 Spectral Treatment of Radiation

Molecular gases including carbon dioxide and water vapor exhibit vibration–rotation

bands formed as a result of hundreds of thousands of broadened and overlapping

spectral lines. Therefore, the absorption coefficient of a molecular gas varies greatly

and rapidly across the spectrum, and the assumption of a gray medium almost

always fails when the medium contains absorbing–emitting gases. Nevertheless,

traditionally radiation in combustion systems has been treated using gray models

due to their simplicity and faster computation. It has only been in the last decade

or so that spectral radiation has been considered, using models of varying levels of

sophistication. All such studies have shown a strong influence of spectral radiation

properties in combustion calculations [35, 154–159].

The origin of the vibration–rotation bands for molecular gases is briefly dis-

cussed in Section 3.3.1 below. Following that, the most common approaches to

incorporate the spectral variation in radiation properties are presented in Sec-

tion 3.3.2, alongwith an overview of the spectral PMC method used in this research

in Section 3.3.2.1.

3.3.1 Spectral Radiation Properties of Combustion Gases

Radiative processes such as emission and absorption of a photon are associated

with a change in the molecular energy level of a gas molecule that occurs due to

one of the following radiative transitions: (a) Transitions between “nondissociated”

atomic or molecular states, called bound–bound transitions; (b) transitions from

“dissociated” to “nondissociated” or from “nondissociated” to “dissociated”, called

bound–free transitions; and (c) transitions between two different “free” states,

called free–free transitions. Bound–free and free–free transitions usually occur at

very high temperatures. Most engineering applications, such as boilers and gas

turbine combustors, occur at moderate temperature levels, with little ionization
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and dissociation, where bound–bound transitions are of most importance.

As per the quantum mechanics postulates, the energy levels for molecular rota-

tion and vibration and that for atomic or molecular electronic orbit are quantized.

That is, the energies associated with molecular rotation and vibration and elec-

tron orbits are not continuous and take discrete variations instead. The energy

of a photon or an electro-magnetic wave is directly proportional to frequency,

which necessitates that for bound–bound transitions, photons must have a certain

frequency (or wavelength) for them to be captured or released, leading to dis-

crete spectral lines for absorption and emission. The spectral lines are not truly

monochromatic and span a tiny but finite range of wavenumbers as a result of

natural line broadening, collision broadening, and Doppler broadening [149]. The

absorption coefficient at a specific spectral location is a result of the overlap of

nearby spectral lines which are broadened to overlap with each other.

The energy needed for changing the orbit of an electron is relatively large, and

requires a high-frequency photon, leading to emission-absorption lines at short

wavelengths between ultra-violet and near-infrared. Somewhat lesser energy is

required for vibrational energy level changes, resulting in spectral lines in the in-

frared. The rotational energy level changes require the least amount of energy, and

the corresponding spectral lines are found in the far infrared. The vibrational en-

ergy changes are usually accompanied by rotational transitions, leading to closely

spaced groups of spectral lines that partly overlap due to line broadening. This

leads to vibration–rotation bands in the infrared. The emissive power has its max-

imum in the infrared at combustion temperatures, highlighting the importance of

vibration–rotation bands for combustion systems. The spectral absorption coeffi-

cient in a small portion of the 4.3µm narrow band of carbon dioxide at 1000K is

shown in Fig. 3.1.

3.3.2 Spectral Models

The several approaches to account for spectral variation in radiation properties

may be loosely grouped into the following categories: 1) line-by-line calculations

(LBL); 2) band models; and 3) global models.

The most accurate approach for integration over the spectrum is the line-by-line



www.manaraa.com

48

η (cm
1
)

κ
(c
m
1
)

2300 2320 2340 2360 2380 2400
0

5

10

15

20

25

a

Figure 3.1. Spectral absorption coefficient for carbon diox-
ide in a small portion of the 4.3µm narrow band at 1000K.

approach, which relies on very detailed knowledge of every single spectral line, usu-

ally taken from high-resolution spectroscopic databases [160–163]. The HITEMP

database [161, 162] includes spectral data for CO2 and H2O, valid for temper-

atures up to 1000K. Another spectroscopic database, CDSD-1000 [163], became

available recently, and contains more than three million lines for CO2 and claims

to be accurate up to 3000K. Line-by-line calculations are the most accurate, but

they require vast amounts of computer resources. Because of the strong variation

in the spectral radiative properties, the RTE needs to be solved at one million or

more wavenumbers, followed by integration over the spectrum [149]. This is unde-

sirable in the context of complex combustion codes, where radiation calculations

form only a small part of the total computational effort. However, it has been

observed that in the framework of Photon Monte Carlo [153], which in any case

involves tracking of millions of rays, reduction in the computational time is not

significant when LBL calculations are replaced with reordered distributions [37].

In band models, the spectrum is divided into narrow or wide bands, and radia-

tive characteristics, appropriately averaged over each band, are calculated from the

spectrum or statistical properties of the lines. Band models include the box mod-

els, the statistical narrow-band (SNB) model, the correlated-k (CK) model, the

correlated-k fictitious gas (CKFG) model and the exponential wide-band (EWB)

model [149]. Band models suffer from the following limitations: (1) They are dif-
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ficult to apply to nonhomogeneous media; (2) statistical models (both narrow and

wide band) cannot be applied for enclosures that have nonblack walls and/or in

the presence of scattering particles; and (3) wide-band correlations have a typical

correlational accuracy of 30%, and in some cases may be in error by as much as

70%.

In global models, the total radiative fluxes are calculated directly from spec-

trally integrated properties. These include early global models employing to-

tal emissivities and absorptivities of gas columns, the weighted-sum-of-gray-gases

(WSGG) model [164], the spectral-line based weighted-sum-of-gray-gases (SLW)

model [165, 166] and, more recently, the full-spectrum correlated-k (FSCK) dis-

tribution method [167], which has been shown to be superior to WSGG and SLW

models. Within its limitations (gray walls, gray scattering properties, spectral

absorption coefficient being correlated, i.e., all wavenumbers that have the same

absorption coefficient value k at one state also have always the same absorption

coefficient value k∗ -different from k- at another state), the FSCK method is exact.

However, the FSCK method can incur substantial inaccuracies in inhomogeneous

media, especially in the presence of extreme temperature changes and/or changing

mole fractions, because the assumptions of a correlated or scaled absorption co-

efficient are violated. To treat large temperature and partial pressure variations,

sophisticated multi-group full-spectrum k distribution (MGFSK) and multi-scale

full-spectrum k distribution (MSFSK) methods have been developed [168, 169].

The LBL spectral treatment is used in the current research in the context of a

photon Monte Carlo method. The details of the method [37] are provided below.

3.3.2.1 Spectral Photon Monte Carlo Method

Following the development of Modest [149], the probability of a photon being

emitted in a differential wavenumber interval dη is proportional to the Planck

function weighted by the spectral absorption coefficient, i.e.,

Probability
(
η ≤ η

′

≤ η + dη
)
∝ κηIbηdη . (3.5)

The emission process for such a nongray gas species i can be simulated sta-

tistically by mapping the emission wavenumber (η) to a random number (Rη,i)
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distributed uniformly in [0, 1), as per the following expression [37]:

Rη,i =

∫ η
0
κη,iIbηdη∫∞

0
κη,iIbηdη

=

∫ η
0
κPη,iIbηdη∫∞

0
κPη,iIbηdη

=
π

κP,iσT 4

∫ η

0

κPη,iIbηdη , (3.6)

where κpη,i = κη,i/pi is the pressure-based spectral absorption coefficient, pi is the

partial pressure of species i, and κp,i is the pressure-based Planck-mean absorption

coefficient. The above relationship (Eq. 3.6) between the random number and

the wavenumber is implicit and, therefore, it is more convenient to tabulate this

relation in a database to invert random numbers into wavenumbers for emission of

photon bundles.

For a gaseous mixture containing multiple emitting-absorbing species, as the

absorption coefficients are additive, the emission wavenumber for the mixture and

a uniform random number (Rη ∈ [0, 1)) are related by [37]

Rη =

∑
i χiκP,iRη,i∑
i χiκP,i

, (3.7)

where χi = pi/p is the mole fraction of species i, p is the total pressure of the

mixture, and Rη,i are the species random numbers.

The above relationship between the mixture random number Rη and the cor-

responding wavenumber η is implicit and mapping must be done by trial and

error. A database can be created with mappings of Rη,i − η and κpη,i − η to de-

termine emission wavenumbers and absorption coefficients for the mixture. If the

total pressure is fixed, both the species random number, as in Eq. (3.6), and the

pressure-based absorption coefficient are functions of wavenumber, temperature,

and species mole-fractions only, i.e.,

Rη,i = fR,i (η, T, χi) , κPη,i = fκ,i (η, T, χi) , i = 1, 2, ..., nr , (3.8)

where nr is the number of radiating species. Both Rη,i and κpη,i are functions

of temperature and wavenumber only, if self-broadening is neglected. Thus, a

3D interpolation scheme (or 2D if self-broadening is neglected) is sufficient for

the database. A bisection search algorithm is employed to invert the relationship

between Rη,i − η to obtain the emission wavenumber [37]. Once η is known, the

absorption coefficient can be obtained directly from κpη,i − η tabulated values.
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For sooting systems, the spectral absorption coefficient for soot is evaluated

using the small-particle limit of Rayleigh theory for a cloud of nonuniform, spherical

particles given by [149]

κλ =
36πnk

(n2 − k2 + 22 + 4n2k2)

fv
λ
, (3.9)

where fv is the soot volume-fraction, λ is the wavelength, and n and k are real and

imaginary parts of the complex index of refraction for soot (m = n − ik) and are

modeled using the correlations developed by Chang and Charalampopoulos [170].

For PMC analysis, the random number relation for soot is computed similarly to

Eq. (3.6) as

Rη,s =
π

κP,sσT 4

∫ η

0

κvη,sIbηdη , (3.10)

where the subscript s denotes soot, κvη,s = κη,s/fv is the volume-fraction-based

spectral absorption coefficient, fv is the soot volume-fraction, and κp,s is the

Planck-mean of κvη,s. Thus, the random number relationship for mixtures in-

volving soot is calculated similarly to Eq. (3.7) as

Rη =
fvκP,sRη,s +

∑
i xiκP,iRη,i

fvκP,s +
∑

i xiκP,i
, (3.11)

where the subscript i denotes emitting-absorbing gas species involved in the mix-

ture. In the current work, water vapor and carbon dioxide are considered as

emitting-absorbing gas species and LBL random-number databases [37] are uti-

lized to account for spectral radiation in PMC computations.

3.4 Turbulence–Radiation Interactions (TRI)

The prediction of the mean temperature field has been one of the prime objectives

in numerical simulation of turbulent reacting flows. In RAS formulations, the mean

temperature is obtained by solving an averaged form of the energy equation. The

mean radiative source term in the mean energy equation consists of unclosed terms

which arise due to the presence of nonlinear terms in the instantaneous radiative

source term. The unclosed mean of the nonlinear terms is quite different from the
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nonlinear terms evaluated from the mean quantities (similar to the chemical source

term), and this difference is a manifestation of turbulence–radiation interactions.

The radiation source term for a gray case is considered here to explain the

concept of TRI. In that case, TRI can be brought into evidence by taking the

mean of Eq. (3.3):

〈∇ · ~qrad〉 = 4σ〈κPT
4〉 − 〈κPG〉 . (3.12)

In the mean emission term, TRI appears as a correlation between the Planck-

mean absorption coefficient and the fourth power of temperature: 〈κPT
4〉 =

〈κP 〉〈T
4〉 + 〈κ′P (T

4)′〉, where a prime denotes a fluctuation about the local mean.

The presence of TRI in the emission term is further manifested in the tempera-

ture self-correlation (〈T 4〉 6= 〈T 〉4). In the mean absorption term, TRI appears

as a correlation between the Planck-mean absorption coefficient and the incident

radiation: 〈κPG〉 = 〈κP 〉〈G〉+ 〈κ′PG
′〉.

In the case of spectral radiation in LES formulations, spatial filtering of the

instantaneous radiative source term (Eq. 3.1) results in:

∇ · ~qrad =

∫ ∞

0

(
4πκηIbη −

∫

4π

κηIηdΩ

)
dη . (3.13)

The above expression contains unclosed terms due to the nonlinearities in the

emission and the absorption rates. The unclosed terms can be expressed in terms

of resolved scale and unresolved scale contributions as follows:

κηIbη = κ̂η Îbη +
(
κηIbη − κ̂η Îbη

)
, (3.14)

κηIη = κ̂η Îη +
(
κηIη − κ̂η Îη

)
. (3.15)

In the above expressions, quantities with ̂ are evaluated using the Favre-filtered

fields of temperature, species mass-fractions and pressure in the computational do-

main. That is, κ̂η ≡ κη(T̃ , P̃ , Ỹ ) and Îbη ≡ Ibη(T̃ ), and these quantities are solely

dependent on the local values of T̃ , P̃ , and Ỹ , while Îη ≡ Iη[F (T̃ , P̃ , Ỹ )] is obtained

by solving the RTE with radiation properties based on the filtered temperature,

composition, and pressure fields. Since T̃ , P̃ , and Ỹ are known in LES, so are κ̂η,
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Îbη, and Îη, although the latter term requires an RTE solver. The quantities in

parentheses in the above expressions (Eqs. 3.14 and 3.15) represent the contribu-

tions to the filtered radiative source term because of subfilter-scale fluctuations in

T , P , and Y about their local spatially filtered values. In LES, it is appropriate

to separate the contributions to the filtered radiative source term based on scales.

The resolved-scales contributions to TRI are explicitly captured in LES (resolved-

scale TRI), whereas contributions from interactions between resolved scales and

subfilter-scales and contributions from correlations between subfilter-scale fluctu-

ations (subfilter-scale TRI) must be modeled. The terms that require modeling

are those in parentheses in the expressions above for the filtered emission and ab-

sorption terms. Thus, filtered emission and absorption terms each consist of a

resolved-scale and an unresolved-scale contribution, and modeling of their unre-

solved parts is the motivation behind TRI modeling in LES.

The emission term is similar to the chemical source term, in the sense that both

depend only on the local scalars. Hence radiative emission, including emission

TRI, can be completely accounted for through a one-point/one-time composition

FDF approach. There have been only a handful of studies to date investigating

TRI in reacting flows using LES, and they have either neglected the subfilter-

scale emission [41] or have employed a FDF method to account for subfilter-scale

emission [40]. To date, no quantitative conclusions have been drawn about the

importance of TRI at subfilter scales in turbulent reacting flows. A theoretical

framework is developed in this research work and is presented in Section 3.4.2, to

isolate the various contributions to resolved-scale TRI and subfilter-scale TRI in

the mean filtered emission term.

The absorption term has nonlocal character; radiative intensity at a local point

is the summation of the intensities of rays reaching this point from all other points

throughout the computational domain. Therefore, the local intensity at a point

depends on the properties of the entire medium. This nonlocal nature of the ab-

sorption term makes it highly difficult to model absorption TRI. In the limited LES

studies of TRI to date [40, 41], the optically thin fluctuation assumption (OTFA)

has been invoked, wherein the effects of subfilter-scale fluctuations are neglected in

the absorption term. The OTFA is discussed in detail in the next section. The only

methods of closing absorption-TRI that have been proposed in the literature are:
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(1) to include intensity as one of the scalars in the transported composition-FDF

method; or (2) to perform a coupled FDF/photon Monte Carlo (PMC) method

wherein particles carrying scalars (composition, enthalpy, etc.) are assumed to

represent an instantaneous realization of the flow and a Monte Carlo approach is

used to solve for thermal radiation in such a particle field [37]. A PMC method to

account for absorption TRI has been used in RAS/PDF formulations [38, 39].

In this work, a transported FDF/modified-PMC method is used to account

for subfilter-scale emission and absorption TRI, and an assessment of the impor-

tance of subfilter-scale fluctuations on TRI (based on the theoretical framework of

Section 3.4.2) in chemically reacting flows is made in Chapter 6.

3.4.1 Optically Thin Fluctuation Approximation (OTFA)

As discussed before, the nonlocal nature of the radiative intensity makes it highly

difficult to model the unclosed absorption TRI terms in the mean (for RAS) or the

filtered (in LES) radiative source term; hence the absorption coefficient–intensity

correlation has generally been neglected in previous studies. This has been justi-

fied by Kabashnikov and Myasinkova [171], who argued that if the mean free path

for radiation is much larger than the turbulent length scale, then the local inci-

dent radiative intensity should only be weakly correlated with the local absorption

coefficient. Thus one can assume

〈κηIη〉 ' 〈κη〉 〈Iη〉 , (3.16)

where 〈κη〉 is the mean absorption coefficient self-correlation, and angled brack-

ets represent mean quantities. The rationale behind this assumption is that the

instantaneous local incident intensity at a point is formed over paths traversing

several turbulent eddies, and is therefore weakly correlated to the local radiative

properties. Kabashnikov and Myasinkova provided several conditions for the va-

lidity of this thin-eddy approximation [171]. In general, however, the thin-eddy

approximation will depend on the assumption that the optical thickness of the

turbulent eddies is small,

κηl � 1 , (3.17)
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where l is the turbulent eddy length scale. The validity of this assumption will

depend on the eddy-size distribution and radiative properties of the absorbing

gases. In a RAS simulation of a combustion chamber, Hartick [172] showed that

the thin-eddy approximation may not be valid over some highly absorbing spectral

regions in the spectrum, but only has a slight effect on the integral radiative

exchange. At the other extreme of the OTFA is the scenario where κP l � 1:

the optical thickness is large compared to all hydrodynamic scales and chemical

scales. In that case, the fluctuations in intensity are generated locally and are

expected to be correlated strongly with those of the absorption coefficient. A

diffusion approximation [149] can be used to model such cases. Using a diffusion

approximation, Mehta [173] showed that absorption TRI may not be negligible over

certain parts of the spectrum, though the overall contribution to radiative transfer

may not be significant. The above studies suggest that the optically thin-eddy

approximation may result in miscalculation of the re-absorption of radiative energy

when the medium has fluctuating radiative properties, although the impact on the

net radiative heat transfer may be small. In the case of turbulent sooting flames,

the absorption coefficient is higher (than in nonsooting flames) over a large part

of the spectrum, and hence it is expected that there may be significant correlation

between the local incident radiative intensity and the local radiative properties.

Wang [37] used an PDF/PMC approach to completely account for emission and

absorption TRI in an artificial sooting flame, and showed that OTFA cannot be

used for such flames.

In LES, some part of absorption TRI is explicitly captured as discussed in

Section 3.4. The contribution to absorption TRI still needs to be modeled because

of the effect of subfilter-scale fluctuations in temperature, species composition, and

pressure on the local incident intensity and local absorption coefficient. The OTFA,

when invoked in LES, neglects the effects of subfilter-scale fluctuations. It might be

expected that OTFA should be more valid in LES than in RAS, since radiation is

a large-scale phenomenon. However, the degree of approximation introduced with

the use of OTFA is still unknown. Moreover, since absorption TRI is expected to be

important in turbulent sooting flames, it is essential to quantify the approximation

that is incurred with the use of OTFA in such flames.
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3.4.2 Assessing Resolved and SFS Emission TRI in LES

In LES, both resolved and SFS fluctuations contribute to TRI. The contribution

of resolved fluctuations to emission TRI can be assessed by computing the ratio of

mean emission based on resolved scales and the emission based on time-averaged

mean temperature and mean species fields. That is,

Resolved TRI ≡
Mean emission based on resolved fields

Emission based on means
=

〈κP (T̃ , Ỹ )T̃
4〉

κP (〈T̃ 〉, 〈Ỹ 〉)〈T̃ 〉
4

(3.18)

Rearranging the above expression:

Resolved TRI =

(
〈κP (T̃ , Ỹ )T̃

4〉

〈κP (T̃ , Ỹ )〉〈T̃ 4〉

)
∗

(
〈κP (T̃ , Ỹ )〉

κP (〈T̃ 〉, 〈Ỹ 〉)

)
∗

(
〈T̃ 4〉

〈T̃ 〉
4

)
(3.19)

As seen in the above expression, the resolved-scale contribution to TRI can be

split into various sub-contributions, which can be classified as:

•
(

〈κP (T̃ ,Ỹ )T̃ 4〉

〈κP (T̃ ,Ỹ )〉〈T̃ 4〉

)
: Correlation between κP and T 4 due to resolved fluctuations

•
(

〈κP (T̃ ,Ỹ )〉

κP (〈T̃ 〉,〈Ỹ 〉)

)
: κP self-correlation due to resolved fluctuations

•
(

〈T̃ 4〉

〈T̃ 〉
4

)
: Temperature self-correlation due to resolved fluctuations

Thus, the resolved-scale contribution to TRI can be expressed as:

Resolved TRI =
(
κP − T 4 Corr

)
∗ (κP Self-Corr) ∗ (Temp Self-Corr) (3.20)

The cummulative effect of both resolved and SFS fluctuations on TRI can be

quantified as the ratio of mean filtered radiative emission (where the effects of all

fluctuations are captured) and the mean emission based on mean quantities. That

is,
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Total TRI ≡
Mean filtered emission

Emission based on means
=

〈κ̃PT 4〉

κP (〈T̃ 〉, 〈Ỹ 〉)〈T̃ 〉
4 (3.21)

Rearranging the above expression:

Total TRI =

(
〈κ̃PT 4〉

〈κ̃P 〉〈T̃ 4〉

)
∗

(
〈κ̃P 〉

κP (〈T̃ 〉, 〈Ỹ 〉)

)
∗

(
〈T̃ 4〉

〈T̃ 〉
4

)
(3.22)

Similar to the case for Eq. (3.19), the effects of both resolved and SFS fluc-

tuations can be split into various sub-contributions as demonstrated in the above

exprression.

The contribution of SFS fluctuations to emission TRI can be isolated by com-

puting the ratio of mean filtered emission and mean emission based on filtered

quantities (only resolved fluctuations). That is,

SFS TRI ≡
Mean filtered emission

Mean emission based on resolved fields
=

〈κ̃PT 4〉

〈κP (T̃ , Ỹ )T̃ 4〉
(3.23)

From Eqs. (3.19) and (3.22), the SFS contribution to TRI can be expressed as:

SFS TRI =

(
〈κ̃PT 4〉

〈κ̃P 〉〈T̃ 4〉
∗
〈κP (T̃ , Ỹ )〉〈T̃

4〉

〈κP (T̃ , Ỹ )T̃ 4〉

)
∗

(
〈κ̃P 〉

〈κP (T̃ , Ỹ )〉

)
∗

(
〈T̃ 4〉

〈T̃ 4〉

)
(3.24)

Similar to Eqs. (3.19) and (3.22), the subfilter-scale contribution to TRI shown

in Eq. (3.24) can be split into various sub-contributions, which can be classified

as:

•

(
〈κ̃PT 4〉

〈κ̃P 〉〈T̃ 4〉
∗ 〈κP (T̃ ,Ỹ )〉〈T̃ 4〉

〈κP (T̃ ,Ỹ )T̃ 4〉

)
: Correlation between κP and T 4 due to SFS fluctu-

ations

•
(

〈κ̃P 〉

〈κP (T̃ ,Ỹ )〉

)
self-correlation due to SFS fluctuations

•
(

〈T̃ 4〉

〈T̃ 4〉

)
: Temperature self-correlation due to SFS fluctuations
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κP − T 4 correlation κP self-
correlation

temperature
self-
correlation

Over-all TRI

Resolved
fluctua-
tions

(
〈κP (T̃ ,Ỹ )T̃ 4〉

〈κP (T̃ ,Ỹ )〉〈T̃ 4〉

) (
〈κP (T̃ ,Ỹ )〉

κP (〈T̃ 〉,〈Ỹ 〉)

) (
〈T̃ 4〉

〈T̃ 〉
4

)
〈κP (T̃ ,Ỹ )T̃ 4〉

κP (〈T̃ 〉,〈Ỹ 〉)〈T̃ 〉
4

SFS fluctu-
ations

(
〈κ̃PT 4〉

〈κ̃P 〉〈T̃ 4〉
∗ 〈κP (T̃ ,Ỹ )〉〈T̃ 4〉

〈κP (T̃ ,Ỹ )T̃ 4〉

) (
〈κ̃P 〉

〈κP (T̃ ,Ỹ )〉

) (
〈T̃ 4〉

〈T̃ 4〉

)
〈κ̃P T 4〉

〈κP (T̃ ,Ỹ )T̃ 4〉

All fluctu-
ations

〈κ̃PT 4〉

〈κ̃P 〉〈T̃ 4〉

〈κ̃P 〉

κP (〈T̃ 〉,〈Ỹ 〉)

〈T̃ 4〉

〈T̃ 〉
4

〈κ̃P T 4〉

κP (〈T̃ 〉,〈Ỹ 〉)〈T̃ 〉
4

Table 3.2. TRI correlations for resolved-scale, SFS, and all (resolved+SFS) fluctuations.

From the analysis presented above, TRI due to resolved-scale fluctuations

(Eq. (3.19)) and SFS fluctuations (Eq. (3.24)) consist of κP−T
4 correlation, κP self-

correlation, and temperature self-correlation. These correlations for resolved-scale

and SFS fluctuations are outlined in Table 3.2, and are compared in Section 6.2

for a turbulent reacting flow to assess the relative importance of SFS TRI.

3.5 Earlier Investigations of TRI

In RAS modeling of radiative heat transfer in a reacting flow field, turbulence–

radiation interactions have often been simply ignored; in that case, the product

of the mean quantities has been used to compute the radiative source term in the

averaged energy equation, rather than the mean of the product. This has been the

case until recently, despite the fact that importance of TRI has long been recog-

nized [24–31, 174, 175]. Through the late 1990’s and early 2000’s, consideration

of TRI in the simulation of thermal radiation in turbulent reacting flows has in-

creased [33, 35, 156, 176]. An exhaustive review of the literature on TRI up to 2006

has been done by Coelho [177]; he surveyed various computational approaches to

account for TRI and reviewed TRI studies based on those approaches.

In one of the earliest theoretical studies on TRI, Foster [174] found that the

time-mean transmissivity of a medium based on the mean medium properties is in

serious error when compared to the time-mean transmissivity based on assumed

probability density distributions for the absorption coefficient. Becker [178] con-



www.manaraa.com

59

ducted a theoretical analysis of a turbulent jet diffusion flame. Using a radiation

model that accounted for emission from H2O and CO2, he found that the rms

fluctuation of local emission per unit volume along the centerline ranged from 20%

to 500% of the mean value. Cox [179] expanded the mean emissive power into

a Taylor series, and showed that mean emission increases rapidly with increasing

temperature fluctuations. Kabashnikov and Kmit [180] performed an analytical

study on the effects of fluctuations in temperature and absorption coefficient on

thermal radiation and introduced the OTFA.

The experimental studies by Faeth and Gore [27–31] have shown that with the

inclusion of TRI, radiative emission from a flame may be 50% to 300% higher (de-

pending on the type of fuel) than that expected with radiation but without TRI.

Soufiani et al. [26] investigated the effects of TRI in a channel flow of nonreacting

gases and found that the mean radiative flux predicted from the mean temperature

field was accurate to within 10% of the mean flux predicted with the consideration

of temperature fluctuations. This was attributed to the low level of turbulent tem-

perature fluctuations in the absence of combustion. A fully coupled TRI analysis

was conducted by Song and Viskanta [25] for an industrial methane flame in a fur-

nace, where presumed probability density functions were used for the fluctuations

in emission and species concentrations. They concluded that TRI is important

when the flame occupies a large volume in the furnace. Hartick et al. [172] extended

Song and Viskanta’s analysis to a midsized enclosed diffusion flame, where they

employed a two-dimensional PDF of mixture fraction and heat-release rate as the

coupling model. They concluded that the coupling has only negligible influence on

the spatial temperature, velocity, and mixture-fraction fields, but strongly affects

the local nitrogen oxide production and total nitrogen oxide emission. Ripoll [181]

proposed an averaged form of the M1 radiation model together with presumed

PDFs for temperature, radiative flux, and the soot volume fraction to account

for TRI. Coelho et al. [182] modeled Sandia Flame D [124] using the assumed

Gaussian PDFs of Song and Viskanta [25] for TRI. They used a Reynolds-stress

model for turbulence modeling, a laminar flamelet model for combustion, and the

discrete-ordinates method as the radiation solver along with the SLW model for

nongray radiation properties. Coelho [32] also investigated TRI in a nonluminous

methane-air jet diffusion flame and compared the results obtained using the OTFA
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with those obtained using the stochastic semicausal model [176]. He showed that

the results obtained using the OTFA and the correlated k-distribution model for

the radiative properties were in good agreement with those from the stochastic

semicausal model for TRI and the statistical narrow-band model for the radia-

tive properties. This is consistent with expectations for this small-scale, optically

thin flame. Coelho also concluded that the consideration of turbulent fluctuations

resulted in about 50% increase in the radiative heat loss.

The simplicity of using assumed PDFs to characterize fluctuating quantities has

been the main motivation behind their use for studying TRI. The first study of

TRI to abandon this simplification was that of Mazumder and Modest [156]. They

used the velocity-composition joint PDF method to accurately account for TRI in

modeling a methane-air diffusion flame in a bluff-body combustor. The optically-

thin fluctuation approximation [180] was invoked, and thus, only the interaction

between the absorption coefficient and the Planck function (emission TRI) was

considered. Their study predicted an approximately 40% increase in the radiative

heat loss from the flame due to TRI. Mazumder and Modest [175] used the same

approach to model TRI in nonreacting turbulent flows and found TRI to be negli-

gible in such situations. Li and Modest [35] used a joint composition PDF method

to account for TRI in a piloted nonpremixed methane-air jet flame (Sandia Flame

D) [124] and a family of larger flames extrapolated from Flame D. They examined

correlations that quantify the interactions between various fluctuating quantities,

and found that the correlation between the fluctuating absorption coefficient and

the fluctuating Planck function is the most important.

Tessé et al. [33] were the first to conduct a full TRI study (i.e., without the

OTFA) of a practical flame. They modeled a luminous turbulent ethylene jet

diffusion flame using a k − ε turbulence model for flow together with the compo-

sition PDF method and detailed chemistry. Thermal radiation was treated using

a photon Monte Carlo method and a narrow-band correlated-k approach for ra-

diative properties. They found that the soot influences the global radiative heat

loss more than the gaseous species, and with the consideration of TRI there was

approximately a 30% increase in the radiative heat loss.

Wu et al. [183] carried out DNS of an idealized one-dimensional premixed tur-

bulent flame to study TRI. They used a high-order photon Monte Carlo scheme
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(of order commensurate with the underlying DNS code) to calculate the radiative

heat source. The various contributions to TRI were isolated and quantified, and

it was found that: the temperature self-correlation contribution was the dominant

contribution to TRI only in the optically thin limit; the absorption coefficient–

Planck function correlation and absorption coefficient–intensity correlation were

not negligible even in the most optically thin case; and that the contributions

from all three correlations were significant at intermediate values of optical thick-

ness. Deshmukh et al. [184] applied the same approach to DNS of an idealized

statistically homogeneous nonpremixed system with full consideration of TRI.

Frankel et al. [40] performed LES of an idealized nonpremixed jet flame using

the optically thin eddy approximation and treating emission TRI through a filtered

mass density function (FMDF) approach. Gupta et al. [41] conducted LES of

an idealized chemically reacting nonpremixed turbulent planar channel flow with

systematic variations in optical thickness. They considered only the resolved-

scale contributions to TRI; various TRI correlations were isolated and quantified.

They found that: emission TRI was important at all optical thicknesses, while

absorption TRI increased with increasing optical thickness; and the temperature

self-correlation made the most important contribution to emission TRI.

Wang and Modest [153, 185, 186] developed Monte Carlo emission and absorp-

tion schemes for media represented by discrete particles, thereby enabling them to

account for absorption TRI in the context of composition PDF methods. Wang et

al. [38, 187] used the above schemes together with the composition PDF method

to model thermal radiation and TRI in both nonluminous and luminous flames.

They employed a state-relationship-based model to account for soot. This was

extended by Mehta et al. [188], who used a detailed soot model along with PDF

and photon Monte Carlo methods, and demonstrated the necessity for considering

TRI for accurate predictions in nonpremixed luminous flames.

Recently, Roger and coworkers [42–44] conducted filtered DNS and LES without

SFS models for radiation to assess the contribution of unresolved scales to thermal

radiation for homogeneous isotropic turbulence and non-isothermal turbulent plane

jet flow. For isotropic turbulence, they found the SFS radiative absorption to be

negligible; it was suggested to model SFS emission for coarse grids. However, the

two important contributors to SFS emission, namely temperature self-correlation
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and temperature-absorption coefficient correlation, showed opposite effects and,

therefore, they concluded that it is better to neglect both correlations instead of

modeling only one of them. The SFS modeling was recommended at higher optical

thicknesses for turbulent plane jet flows.
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Numerical Algorithms

The comprehensive computational solver being developed in this work consists

of several components including the finite-volume solver for LES, a Lagrangian

Monte Carlo code to solve for the composition FDF, and photon Monte Carlo

routines for thermal radiation. Details of the numerical implementation of the FDF

method and its coupling with the FV-LES code is presented in Section 4.1. The

PMC-based radiation treatment for hybrid FV/Lagrangian-particle simulations is

discussed in Section 4.2, where a new stochastic scheme is presented for coupled

PDF/PMC simulations. Section 4.3 briefly introduces the FV code that forms the

backbone of the computational module. Parallelization strategies for the coupled

LES/FDF/PMC (and RAS/PDF/PMC) code are outlined in Section 4.4.

4.1 Hybrid Lagrangian-Particle/Eulerian-Mesh

Method

The mathematical formulation of the composition FDFmethod and the Lagrangian

particle Monte Carlo method have been described in Chapter 2. The Monte Carlo

method is coupled with a finite-volume solver to obtain information about the

filtered velocity field and the subfilter length and time scales. Details of the cou-

pling procedure are provided in Section 4.1.1. Coupling between a finite-volume

solver and Monte Carlo code requires exchanging the filtered fields (in LES) to

close the particle equations. The evaluation of FV fields at particle locations and
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the extraction of filtered fields from particle values are described in Sections 4.1.4

and 4.1.5. The filtered fields extracted from the Monte Carlo code have statisti-

cal noise that may induce numerical instability in the flow solver. Therefore, an

indirect feedback procedure is employed (Section 4.1.6). Other components in the

numerical implementation of Monte Carlo particle methods, such as particle track-

ing (Section 4.1.2.1) and particle number density control (Section 4.1.3), are also

explained. Parallelization of the Monte Carlo code is described in Section 4.1.2.

4.1.1 Coupling of Particle Monte Carlo with FV Solver

The composition FDF method is not a stand-alone method; it requires informa-

tion on the filtered velocity field and turbulence scales to solve the particle SDEs

(Eqs. 2.36 and 2.37), and those are obtained from a finite-volume flow solver. In

this work, the Lagrangian Monte Carlo method is coupled with OpenFOAM [127],

a pressure-based finite-volume CFD code (Section 4.3). OpenFOAM solves the set

of filtered governing equations to obtain the hydrodynamic quantities (e.g., filtered

velocity and pressure, the apparent subfilter-scale diffusivity for SFS transport, and

turbulence time-scale for SFS mixing). These quantities are used in the Lagrangian

Monte Carlo scheme to move the particles in physical and composition space (us-

ing Eqs. 2.36 and 2.37). Chemical reactions and turbulence–chemistry interactions

are inherently accounted for as the particles move in composition space, and the

updated particle compositions are used (see Section 4.1.5) to extract the filtered

cell-based species mass-fractions and density that are fed to the finite-volume side.

The density feedback from the particle Monte Carlo method is conducted in an

indirect way, using an equivalent enthalpy procedure (Section 4.1.6).

The Lagrangian particle Monte Carlo code that is used in this work for hybrid

LES/FDF simulations is derived from a previously developed particle Monte Carlo

code [39, 138–140] for hybrid RAS/PDF simulations. The rationale for starting

from an existing PDF code is that, although there are important mathematical

and physical differences between PDF’s and FDF’s, from a practical point of view

their implementations for three-dimensional time-dependent flows are similar. Key

differences are in the specification of turbulent scales that drive the models for

transport by velocity fluctuations and for molecular transport.
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The coupling of the previously developed Fortran-90 PDF code with the Open-

FOAM C++ code required several considerations, including identifying and access-

ing data that need to be passed, molding the data as required by the receiving unit,

and casting C++ data that need to be passed to Fortran-90 subroutines into F90-

recognizable format. The passing of C++ data to F90 subroutines was achieved

through CHASM [189]. A validation study for the coupled OpenFOAM-RAS/PDF

code is presented in the next chapter.

4.1.2 Parallelized Particle Monte Carlo Code for Domain-

Decomposed Computations

Numerical simulation of laboratory flames within the framework of a coupled finite-

volume–PDF code is computationally very expensive. This is especially the case

for LES/FDF computations. Therefore, parallel computing is required to perform

the desired calculations in a reasonable amount of time. OpenFOAM allows for

parallel computing; it employs domain-decomposition to run cases in a parallel

environment. Thus, it is highly desirable to parallelize the particle Monte Carlo

code in a manner that will allow to run the coupled OpenFOAM/particle Monte

Carlo code in parallel, which will lead to significant reduction in computational

time. Since the Monte Carlo strategy used here is to maintain approximately

the same number of particles in each FV cell, standard domain-decomposed-based

parallelization by itself (i.e., without any extra measures) would be reasonably

effective for the Monte Carlo code, except for chemistry computations.

Decomposing the computational domain across several processors for parallel

runs requires particle tracking in the particle Monte Carlo code to be parallelized.

Particle tracking is parallelized here to account for particles crossing the domain

boundaries in domain-decomposed runs. Details of parallelized particle-tracking

are provided in Section 4.1.2.1. With just this level of parallelization and no

further load balancing for chemistry, a speed-up of approximately a factor of 12 was

achieved for a RAS/PDF based parallel simulation of Sandia Flame D [125, 190]

on 16 processors.

An extra layer of parallelization is added to the FV/PDF code to better balance

chemistry calculations, if desired. A further speed-up of almost 30% was realized
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in preliminary studies performed to check this implementation. This is discussed

in detail in Section 4.1.2.2.

4.1.2.1 Parallelized Particle Tracking

The particle tracking scheme developed by Subramaniam and Haworth [138] has

been modified in this work for parallelized particle tracking. In this modified

scheme, for particle j in cell i on processor k, the minimum time to intersect with

a face of cell i, t
(j)
min,i, is determined based on the velocity and location of particle

j and the geometry of cell i. At the end of the time step δt, the particle remains

inside cell i if t
(j)
min,i > δt. If t

(j)
min,i < δt, the particle is moved to the face intersec-

tion point. If that face lies on a domain–boundary that processor k shares with

some neighboring processor l, then the particle’s time step is decremented by t
(j)
min,i,

the particle is stored in a special bin meant for particles leaving processor k and

going to processor l, and the particle is rendered inactive for further tracking on

processor k. For faces that are interior and are not on the domain-boundary, the

particle’s cell pointer is updated and its time step is decremented by t
(j)
min,i. Track-

ing continues until all active particles have zero time remaining. Then the particles

stored in the processor boundary bins are passed to the neighboring processors,

and tracking starts again until there are no remaining particles. This procedure

of binning particles that are leaving the processor boundaries and tracking them

on the neighboring processors continues until all bins on all processors are empty.

The particle tracking algorithm for parallel FV/PDF runs is shown in Fig. 4.1.

This tracking scheme is suitable for three-dimensional unstructured stationary

or deforming meshes with relatively large particle Courant numbers∗ (> 10) and

large variations in the finite-volume cell size (up to factor of 106 variation in the cell

volumes). Particles are tracked from cell to cell using trilinear basis functions [139,

191].

∗Defined as the effective velocity of the particle times the time step size divided by the cell
size.
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Figure 4.1. Particle tracking algorithm for parallel FV/PDF simulations.
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4.1.2.2 Parallelization of Chemistry Computations for Improved Load-

Balancing

The accurate representation of chemical kinetics requires a detailed chemical mech-

anism involving a large set of chemical reactions with disparate time scales. The

presence of a large range of time scales makes the system of ordinary differential

equations for chemistry computations stiff, and an implicit time-integration over

the computational timestep is used to solve for chemistry. In a coupled finite-

volume/particle Monte Carlo method, the time-integration is performed for each

stochastic particle, and as a consequence chemistry computations typically ac-

count for 90% or more of the total computational time. Therefore, for domain-

decomposed parallel computations, it is imperative to make sure that the com-

putational load for the chemistry calculations is uniformly distributed over all

processors. The simplest approach (each processor computes the chemistry for all

the particles lying physically in its computational domain) is inadequate, because

the location of particles in composition space dictates the computational effort for

chemistry, and this varies widely from processor to processor. A straightforward

and effective strategy is for each processor to distribute its particles to all other

processors in a round-robin manner (sequentially assigning particles to processors)

for the chemistry calculations.

The round-robin distribution of particles for chemistry calculations has been im-

plemented for domain-decomposed parallel OpenFOAM/PDF computations. This

approach essentially entails adding another layer of parallelization on top of the

domain decomposition. With this approach, a speed-up of approximately a factor

of 15 was achieved for a RAS/PDF simulation of Sandia Flame D on 16 processors.

4.1.3 Particle Number Density Control

A large variation in the finite-volume cell size and/or the movement of particles

in physical space could result in large variations in the number of particles re-

siding within each cell, thereby resulting in large statistical errors if the number

of particles in a cell is too low or in a waste of computational resources if the

number is too high. To maintain an acceptable distribution of particles as they

move in physical space, particles are split (cloned) or recombined (annihilated) to
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ensure that each cell contains approximately the same number of particles. Par-

ticles are cloned in cells where the number of particles drops below a prescribed

minimum Npcmin, where the parent particle is split into two particles each having

half the mass of the parent and the same properties as the parent particle. The

highest-mass particles are cloned in each cell. This preserves the mean (filtered in

LES) scalars at the cell level, and also the higher-order moments. If the number

of particles exceeds a prescribed maximum Npcmax, a particle pair is selected at

random, with preference given to low-mass particles. The particles in the pair are

combined to give one particle such that the mass of the particles and cell-mean

(i.e., filtered quantity in LES sense) particle properties are exactly conserved. This

combination conserves the properties at the cell level, but induces artificial mixing

at the higher-moments level.

4.1.4 Estimation of FV Field at Particle Locations

The Lagrangian Monte Carlo method is grid-free in principle, but it sits on top of a

computational grid that is identical to the FV grid. This facilitates the (1) estima-

tion of the FV values at particle locations, (2) extraction of cell-based quantities

from particle values, and (3) computation of molecular mixing of particles.

The evolution equations (i.e., SDEs) for particles in the hybrid LES/Lagrangian

Monte Carlo method require the specification of filtered quantities (e.g., filtered

velocities) at particle locations. At each time-step, the cell-center values from a

finite-volume code are interpolated to obtain the nodal values for the computational

grid, which are then passed to the particle code. On the particle side, the global

coordinates x are translated into cell local coordinates θ by inverting the following

relation [138]:

x(θ) =
∑

v

Nv(θ)xv , (4.1)

where v denotes vertices of a cell, Nv is the cell shape function and xv are the

global coordinates of cell vertices. The spatial variation of any dependent variable

B(x) in the interior of cell i is determined in terms of the vertex values B
(i)
v [138]

as
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B(i)(θ) =
∑

v

bv(θ)B
(i)
v , (4.2)

where bv is the cell interpolation function associated with each vertex. Linear

functions are employed for shape and interpolation functions, because they ensure

boundedness [138].

4.1.5 Extraction of Cell-Based Quantities from Particle Val-

ues

In a hybrid LES/FDF method, various filtered quantities (such as species mass-

fractions, temperature, etc.) and the higher subfilter moments in a finite-volume

cell are estimated from the particles’ values by evaluating the mean of the quantity

of interest over particles. Various approaches have been used to estimate the mean

of particles’ values in a FV cell from a notional particle field [191]. In this work, the

straightforward method of taking mass-weighted ensemble averages over particles

in a cell is employed. Thus, the filtered value of quantity φ in a finite-volume cell

C can be calculated from

φ̃C =
1

Mtotal

∑

p∈C

m∗
pφ

∗

p
; Mtotal =

∑

p∈C

m∗
p , (4.3)

where Mtotal is the aggregated mass of all particles lying in cell C.

4.1.6 Equivalent Enthalpy Approach for Robust Time-

Accurate Coupling

One of the essential features of coupled finite-volume/composition-PDF (i.e., RAS-

based PDF approach) computations is that cell-based mean density and species

mass-fractions are calculated based on particle values on the PDF side, and are

fed to the finite-volume solver where conservation equations for mean mass, mo-

mentum, and energy are being solved. The mean density field calculated on the

PDF side contains statistical noise, and this would result in numerical instability if

passed directly to the finite-volume code. In RAS for statistically stationary flows,

this difficulty is usually countered by performing time-blending [139, 140] or by
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employing loosely coupled algorithms [142, 143]. In the time-blending approach,

instead of passing the exact density and species field on the PDF side, values of

quantities at the current timestep are heavily weighted with the values from the

previous timestep before being fed to the FV solver. For a quantity φ that is passed

as a feedback from the PDF side to the FV side, the time-blending procedure can

be written as

φn+1 = kφn + (1− k)φn+1
PDF , (4.4)

where φn+1 is the quantity fed to the FV side at the (n+ 1)th time-step, φn is the

quantity from the nth time-step, φn+1
PDF is the simple mass-weighted particle value

(Eq. 4.3) on the PDF side at the (n+ 1)th time-step, and k is the time-blending

factor. As the blending factor increases toward unity, the fraction of the current

time step that is fed back gets smaller and more time steps are included in the

averaging process. The advantage of such a scheme is that no memory is required

to store histories, while a disadvantage is that different time steps are not weighted

equally in the average.

The above approach is valid only for statistically-stationary RAS/PDF simula-

tions. Coupled LES/FDF simulations, on the other hand, require tighter coupling

and time-accuracy. Special measures are required for stable, time-accurate feed-

back in coupled LES/FDF simulations. One technique that has been used success-

fully [143] is to solve for different forms of the energy equation on the finite-volume

and PDF sides. On the PDF (or FDF) side, one continues to solve for the absolute

specific enthalpy using stochastic particles, whereas a transport equation is solved

for an equivalent sensible enthalpy variable [143] on the finite-volume side. The

equivalent enthalpy used in this work is defined as

heq ≡
RuT

γo − 1

∑

i

Yi/Wi , (4.5)

where γo = 1.4, Ru is the universal gas constant, and Yi and Wi are the mass-

fraction and molecular weight of species i. It is important to recognize that a fixed

value of γo does not imply any restrictive assumptions (e.g., constant specific-

heats) in this formulation. The thermochemistry considered corresponds to that

of a mixture of ideal-gases, and the treatment is quite general.
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Instead of direct density feedback, the cell-averaged change in the equivalent

enthalpy due to mixing and chemical reaction (and thermal radiation and other

sources in absolute enthalpy) is calculated on the PDF (or FDF) side and is passed

to the finite-volume side. Then, an elliptic equation is solved for equivalent en-

thalpy on the finite-volume side with feedback from PDF (or FDF) routine as a

source term, which reduces the statistical noise. The elliptic transport equation for

equivalent enthalpy can be derived from the modeled transport equation for the

composition FDF (Eq. 2.34), since heq is a function of composition variables. The

derived equation for filtered equivalent enthalpy (in the LES context) contains un-

closed terms on the right-hand side, which can be interpreted as source terms due

to chemical reaction and subfilter mixing (and other sources). The finite-volume

cell-based source term (S̃heq) is estimated as the mass-weighted-average change in

the equivalent enthalpy of particles lying within the cell due to chemical reaction

and mixing (and other sources). The transport equation for filtered equivalent

enthalpy is given by

∂ρh̃eq
∂t

+
∂ρh̃eqũi
∂xi

=
∂

∂xi

[
ρ (Γ + Γt)

∂h̃eq
∂xi

]
+ ρS̃heq . (4.6)

To accommodate the above approach, the thermochemistry implementation in

OpenFOAM has been modified to incorporate another energy variable (equivalent

sensible enthalpy). The modified code has been tested for Sandia Flame D in a

RAS/PDF framework. Further details are presented in Section 5.3.

4.2 PMC-Based Radiation Treatment for Hybrid

FV/PDF Simulations

The PMC method, where different radiation processes such as emission, absorp-

tion, scattering and reflection are explicitly simulated by tracing representative

photon bundles in the computational domain, is able to handle complex geome-

tries, medium inhomogeneity and nongray radiative properties, in contrast to tra-

ditional radiation modeling methods. The importance of considering TRI for accu-

rate modeling of turbulent reacting flows has already been established. Emission
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TRI is dealt with exactly by virtue of the PDF method, and models have been

developed to incorporate absorption TRI in hybrid FV/PDF simulations. The no-

tional particle representation that stochastically mimics the evolution of the one-

point, one-time joint scalar PDF provides information about scalar fluctuations

in a turbulent flow field that has been utilized to develop models for absorption

TRI. Wang and Modest [153] assumed that the notional particles are analogous to

fluid parcels that represent an instantaneous snapshot of the turbulent flow field.

Based on this assumption, they developed PMC algorithms for media represented

by discrete particles, where particles were modeled as either point masses or as

spherical particles, and rays were modeled as either lines or as cones with decaying

influence function from the centerline. Three different interaction schemes between

rays and particles were proposed in their work: line-sphere, cone-point and cone-

sphere schemes. This approach requires physical attributes to be imparted to the

notional particles that go beyond those that are required for the PDF method.

Also, the schemes do not reduce naturally to a cell-based PMC formulation in

the limit of no TRI. In this work, a new PMC scheme is proposed for treating

radiation in media represented by a PDF particle field. This scheme deals with

ray-particle interaction in a stochastic manner, without assigning any additional

physical attributes to the notional particles beyond those that are implicit in the

PDF formulation. Details of the scheme are presented below.

4.2.1 A Stochastic PMC Scheme

4.2.1.1 Motivation

In the Lagrangian formulation of transported PDF methods, a one-time, one-

point joint-PDF of chemical species composition and enthalpy is considered, and a

transport equation is solved for the mass density function (density times the joint-

PDF) using a stochastically equivalent Lagrangian particle Monte Carlo procedure.

The stochastic solution of the transported PDF equation is based on the idea that

the collection of notional particles in a small region approximates the mass density

function (MDF†) in that region. Here, the region corresponds to an infinitesimal

†This is the mass-weighted fine grain density in RAS/PDF that is analogous to FMDF
(Eq. 2.20) of the LES/FDF formulation.
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volume (a finite-volume cell) in which the MDF can be assumed to be uniform.

Notional particles evolve such that the PDF constructed from these particles

is stochastically equivalent to the one-point, one-time PDF obtained from the

solution of a modeled PDF transport equation. Each particle has a specified fluid

mass assigned to it, and carries a distinct set of composition scalars. The particles

evolve in physical and composition space through operations that represent the

physical processes of advection, turbulent diffusion, chemical reaction, and mixing

corresponding to the underlying modeled PDF transport equation. These particles

are entities that are introduced to solve the modeled PDF transport equation, and

should not be interpreted too literally as being fluid particles. The distribution of

particle mass must remain consistent with the mean fluid mass at the finite-volume

cell level.

Each particle in a FV cell (in general, a small region) can be thought of as

an instantaneous realization of the flow quantities in the cell. That is, particles

present inside a cell represent possible realizations of composition scalars in that

cell in a fluctuating turbulent flow field.

Consider the mass density function (MDF), F(ψ, x; t). The MDF is expressed

in terms of mass-density (ρ) and the one-point, one-time joint-composition PDF

(f(ψ; x, t)) as

F(ψ, x; t) = ρ(ψ)f(ψ; x, t) . (4.7)

In the above expression, ψ represents the composition space vector. The MDF

can also be represented in terms of mean density and the one-point, one-time

joint-composition Favre PDF:

F(ψ, x; t) = ρ(ψ)f(ψ; x, t) = 〈ρ(x)〉f̃(ψ; x, t) . (4.8)

Now consider finite-volume cell ic (an infinitesimal volume) which contains Np

notional particles. Each particle carries a specified fluid mass and a composition

vector, denoted by mip and ψ ip, respectively, where ip indicates the ipth particle.

Notional particles approximate the MDF in a discrete sense. Assuming the joint

Favre PDF to be uniform inside cell ic, the joint Favre PDF for cell ic can be

written in terms of the discrete MDF as follows:



www.manaraa.com

75

〈ρ(x)〉f̃(ψ; x, t) ≈

Np∑

ip=1

mip δ[ψ(x, t)− ψ ip] δ[x− xip] . (4.9)

Multiplying the above expression with a fine-grained PDF (δ[ψ(x, t) − ψ k])

isolates the contribution of the kth particle; then integrating over ψ-space and over

the cell yields,

f̃(ψ k) ∝ mk . (4.10)

This suggests that the mass that each notional particle carries is a weight factor

that can be used in the estimation of Favre-averaged cell quantities. A Favre-

averaged quantity is obtained by performing a weighted average over all notional

particles in a cell. For quantity Q(ψ; x, t):

Q̃(x, t) =

∫
Q(ψ) f̃(ψ; x, t) dψ
∫
f̃(ψ; x, t) dψ

≈

∑Np

ip=1mipQ(ψ ip)
∑Np

ip=1mip

. (4.11)

From our previous discussion that the notional particles represent different re-

alizations of a turbulent flow field inside a cell, the above expressions show that the

particle mass can be considered as a measure of the contribution of that particle’s

realization when estimating Favre-averaged quantities at the cell level. Further-

more, the Favre probability of having the kth particle’s composition (ψ
k
) in cell ic

is proportional to the particle mass mk.

Re-stating Eq. (4.10) in terms of the one-point, one-time joint-composition

PDF:

f(ψ
k
) ∝ mk/ρ(ψk) . (4.12)

This shows that for any cell ic, the probability of having a realization (as

represented by particle ip) in cell ic in a fluctuating flow-field is proportional to

mip/ρ(ψ ip). This is tested below, where Favre-average of a quantity Q is computed

using Eq. (4.12) for f(ψ k) and the result thus obtained is verified to be the same as

the previously computed expression for Favre-average in Eq. (4.11). For quantity

Q(ψ; x, t), the Favre-average can be expressed as
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Q̃(x, t) =
〈ρ(x, t)Q(x, t)〉

〈ρ(x, t)〉
=

∫
ρ(ψ)Q(ψ) f(ψ; x, t) dψ∫
ρ(ψ)f(ψ; x, t) dψ

≈

∑Np

ip=1 ρ(ψ ip)Q(ψ ip)f(ψ ip)
∑Np

ip=1 ρ(ψ ip)f(ψ ip)
. (4.13)

Using the proportionality relation for f(ψ k) (Eq. 4.12), the expression for the

Favre-average below is identical to that in Eq. 4.11:

Q̃(x, t) ≈

∑Np

ip=1 ρ(ψ ip)Q(ψ ip)
mip

ρ(ψ ip)∑Np

ip=1 ρ(ψ ip)
mip

ρ(ψ ip)

=

∑Np

ip=1mipQ(ψ ip)
∑Np

ip=1mip

. (4.14)

The proportionality expression for probability of occurrence of the scalar set

represented by particle ip in cell ic (given by mip/ρ(ψ ip)) also corresponds to the

volume of an identical mass of homogeneous fluid with composition ψ ip. However,

in the context of notional particles, it is better to interpret mip/ρ(ψ ip) as a prob-

abilistic measure of the occurrence of a particle realization, rather than giving it

such a specific physical attribute.

To summarize, one-point statistics in turbulent flows can be captured accu-

rately in transported PDF methods where a modeled transport equation for a

mass-density function is solved using a stochastically-equivalent Lagrangian par-

ticle Monte Carlo procedure. In this approach, notional point-particles that carry

mass and composition scalars evolve in physical and compositional space to yield

the same MDF as the real fluid system. Notional particles are stochastic in nature,

and each particle can be thought of as one possible realization of the instantaneous

properties in the cell that they reside in. The mass carried by particles has dual

implications: (1) the spatial mass distribution of notional particles must remain

consistent with the mean fluid mass, since notional particles mimic the evolution

of the MDF; and (2) the probability of occurrence of a particle’s realization in

its host cell in a turbulent flow is proportional to particle’s mass divided by its

thermochemical density. The ratio of notional particle mass and thermochemical

density should be interpreted as a probabilistic measure of the occurrence of parti-

cle realization, and should not be assigned further physical attributes. With these

concepts in mind, a new PMC/PDF algorithm is proposed to account for radiative
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heat transfer in participating medium, with particular attention to representing

absorption and absorption TRI.

4.2.1.2 Model Formulation

A photon Monte Carlo (PMC) method [128] has been developed and implemented

in the hybrid FV/PDF (and FV/FDF) computational module to solve the radiation

transfer equation in turbulent flow fields characterized by stochastic notional PDF

(and FDF) particles. In this model, photon-particle interaction schemes have been

devised that are consistent with the notional particle representation in PDF (and

FDF) methods. This is an advancement compared to the previously proposed PMC

schemes [153] for treating radiation in PDF particle fields. A brief description of

the scheme is presented below.

The method is based on the probability of occurrence of notional particle re-

alizations in their host finite-volume cells (Eq. (4.12)). For a finite-volume cell ic

that contains Np stochastic particles, the probability of occurrence of the scalar

set represented by particle ip in cell ic is given by

f(ψ
ip
) =

mip

ρ(ψ
ip
)

∑Np

ip=1
mip

ρ(ψ
ip
)

. (4.15)

The ipth particle realization contribution to radiative emission from a finite-volume

cell is given by total emission from the cell for scalar set ψ
ip
times the probability

of occurrence of that set. That is,

Eemiip = 4σκ(ψ
ip
)T 4(ψ

ip
)Vcellf(ψip) . (4.16)

The total emission from a finite-volume cell is the sum total of emission for all

particle realizations, as follows:

Eemi =

Np∑

ip=1

4σκ(ψ
ip
)T 4(ψ

ip
)Vcellf(ψip) = 4σ

∑Np

ip=1 κ(ψip)T
4(ψ

ip
)
mip

ρ(ψ
ip
)

∑Np

ip=1
mip

ρ(ψ
ip
)

Vcell .

(4.17)

Radiative emission from a finite-volume cell is treated by launching representa-
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tive photon bundles for every PDF particle realization present in that cell, using an

adaptive emission technique [185]. The emitted photon bundles (rays) are traced

through the computational domain. The energy associated with these bundles is

attenuated due to radiative absorption as they travel through finite-volume cells.

Radiative absorption is modeled using a stochastic scheme. Here, a cumulative

probability function (PCDF ) is constructed for each finite-volume cell by summing

up the individual probabilities (Eq. (4.15)) for all PDF particles present in that

cell. The cummulative probability corresponding to particle ip is given by,

PCDF (ψip) =

ip∑

i=1

f(ψ
i
) =

∑ip
i=1

mi

ρ(ψ
i
)

∑Np

i=1
mi

ρ(ψ
i
)

. (4.18)

Each particle realization holds a certain probability band in the cumulative

probability distribution. The probability band for particle ip is as follows:

Probability Bandip =
[
PCDF (ψip−1

), PCDF (ψip)
]
. (4.19)

There is a one-to-one mapping between probability values from zero to one

and the particle realization that corresponds to that probability value. Using this

mapping (Eq. 4.19), the scalar composition (or notional particle) in a finite-volume

cell that is selected to interact with the traversing photon bundle is determined

stochastically by drawing a random number between zero and one.

Multiple interactions, where a photon bundle interacts with multiple PDF par-

ticles, can be accommodated by drawing multiple random numbers. In that case,

the length traversed by the photon bundle inside the finite-volume cell is split

equally among all interacting particles to compute the total attenuation of the ray.

This method is unbiased, since the interaction scheme is independent of the

order of particles and their locations within a cell. That is, for multiple interactions

within a cell, since the selection order is based on the outcome of the uniform

random number generator, the local particle ordering within a cell has no bearing

on the radiative absorption inside a cell.

This new stochastic PMC method is consistent with the notional particle rep-

resentation in PDF methods. In contrast to earlier PMC/PDF schemes [153], no

new physical attributes are assigned to the notional particles to treat radiative
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Cone-PPM Line-CDS Stochastic
Assumptions about
notional particle
field

Yes (particles
as point masses;
spheres for emis-
sion purposes)

Yes (particles mod-
eled as constant-
density spheres)

No (retains
stochastic nature
of particles)

Ray-particle inter-
action

Deterministic selection of particles Random selection
(based on probabil-
ity of occurrence)

Reduction to cell-
based PMC

No (volume of in-
fluence is not equal
to physical volume)

No (length tra-
versed not equal to
physical length)

Yes

Ray topology Cone (higher-order
representation)

Line Line

Computational
cost

High Moderate Low

Table 4.1. A comparison of different PDF/PMC schemes.

processes. Also, this method reduces to cell-based PMC in the limit of no TRI;

here the optical thickness that a ray experiences in a FV cell is equal to the ab-

sorption coefficient times the distance traversed. Table 4.1 presents a comparison

of the new PMC method with the previous schemes.

4.2.1.3 Coupling PMC with FV/PDF Routines

The PMC schemes described above need information about particle compositions

and the particle-cell mapping to model radiative emission and absorption in a

turbulent flow field. They also require information about the grid (mesh cells and

their connectivity) to track photon bundles through the computational domain. In

this work, the PMC module is coupled with the FV/PDF code such that it only

communicates with the PDF code to access the necessary data structures. This

design allows for the portability of the PDF/PMC code to any FV code.

At every time step, the mesh and particle information is passed from the PDF

code to the PMC code. The PMC routines for releasing and tracing photon bundles

are invoked in the PDF code while advancing the notional particles in the compo-

sition space. The radiative emission and absorption experienced by the notional

particles is fed back into the PDF code by updating the particle enthalpy.
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4.3 Underlying Finite-Volume Solver

OpenFOAM, an open source, unstructured, colocated, finite-volume CFD soft-

ware written in C++, is used as the underlying CFD solver for RAS/PDF and

LES/FDF simulations. OpenFOAM provides both pressure- and density-based

segregated solvers with various options for pressure-velocity coupling. In this

work, a compressible, pressure-based segregated solver with the PISO algorithm

for pressure-velocity coupling is used for RAS and LES simulations. To obtain the

solution for PDE’s and ODE’s, OpenFOAM integrates the governing equations

and utilizes Gauss’ theorem to convert volume integrals into surface integrals for

divergence and Laplacian terms in the equations. This leads to the presence of face-

centered quantities in addition to the cell-centered quantities. Various schemes are

available in OpenFOAM to interpolate the data from cell-centers to face-centers,

ranging from simple upwind and linear interpolation to more sophisticated TVD

schemes [127]. In this work, a linear scheme (central differencing) is used for cell-

face interpolation, and second-order TVD schemes (for RAS) and filtered schemes

(for LES) are employed for treatment of convection terms. The filtered scheme

for LES is a modified central differencing scheme that removes staggering caused

by pressure-velocity decoupling by adding small amounts of upwind. OpenFOAM

offers Euler, Crank-Nicholson, and backward schemes for time derivatives. Crank-

Nicholson is used in this research work. OpenFOAM supports domain-decomposed

parallel computations via MPI (Message Passing Interface), where the computa-

tional domain is divided into several parts that are distributed over the compute

nodes of a multiprocessor/multicore machine or a cluster.

4.4 Parallelization Strategies

The coupled FV/PDF/PMC (and FV/FDF/PMC) computational module poses

a great challenge in terms of finding an optimum strategy for efficient paralleliza-

tion of the fully coupled system for domain-decomposed parallel simulations. The

chemistry computations exhibit locality and independence. That is, the cost of

the chemistry computations in a given finite-volume cell is only dependent on the

scalar compositions of the particles in that cell. The computational expense for
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mixing in PDF routines is also local to a finite-volume cell. However, PMC ray

tracing is nonlocal and requires information about the entire mesh. In domain-

decomposed parallel runs, the computational domain is broken up and distributed

among participating processors. This makes it difficult to efficiently parallelize

the PMC solver, since rays traveling long distances would require communication

across multiple processors. Furthermore, since ray tracing is a nonlocal process,

the time spent in ray tracking is nonuniform in the domain since some parts of the

computational domain would encounter more rays than other parts. The advec-

tion of PDF particles is also nonlocal, but typically a particle would traverse only

a small number of cells in one timestep, in contrast to a PMC photon bundle that

can pass through an arbitrary number of cells. The parallelization characteristics

of the various components of the coupled FV/PDF/PMC code are summarized in

Table 4.2.

It is nontrivial to devise a single parallelization strategy that performs effi-

ciently for this heterogeneous (FV + PDF + PMC) code. In general, a different

strategy is most effective for each individual component, and different aspects of

the simulation may dominate the computational effort, depending on the choice of

models.

An efficient parallelization scheme for the coupled FV/PDF/PMC module is

developed in this work. The scheme is generic in nature, and can be used for

different combinations of models. The main idea of this scheme is to generate an

initial estimate of the computational cost of various components, and to utilize

that knowledge to decompose the computational domain. The scheme is presented

in detail below.

4.4.1 Local-Computation-Time-Map-Based Domain-

Decomposition + Deferred Ray Tracking Scheme

In this scheme, the total computational cost of each component (e.g., chemistry,

PMC ray tracing) is assessed first for all finite-volume cells. Then the entire

computational domain is decomposed such that each processor is responsible for

approximately the same aggregated computational effort. This was found to be

more effective than approaches that attempted to optimize the parallelization of
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Component Sub-
Component

Computational Ex-
pense and Remark

Parallelizability Parallelization
Technique

FV Flow solution Global in nature;
System of linear
equations solved
simultaneously for
entire domain

Highly parallel Domain-
decomposition

PDF
Chemistry Usually most ex-

pensive; Local in
nature

Almost perfectly
parallel

a priori mea-
sure: cus-
tomized domain-
decomposition; a
posteriori measure:
Particle redis-
tribution across
processors for
chemistry

Mixing Low to medium
computational
load; Local in
nature

Highly parallel Basic domain-
decomposition
(for most mixing
models)

Advection Low to medium
cost; Nonlocal in
nature

Difficult to
parallelize effec-
tively

Basic or cus-
tomized domain-
decomposition

PMC Ray tracing
+ radiative
properties
evaluation

Medium to high
cost; Highly nonlo-
cal in nature

Extremely diffi-
cult for domain-
decomposed par-
allel runs

Customized
domain-
decomposition
and deferred trac-
ing; Distribute rays
across processors
for non-domain-
decomposed paral-
lel runs

Table 4.2. Parallelization characteristics of the various components of the coupled
FV/PDF/PMC code.

each component (e.g., chemistry or radiation) separately.

The assessment of computational cost for chemistry calculations in a finite-

volume cell is straightforward because of its inherently local nature. However, in

assessing the cost for PMC calculations for a finite-volume cell, there are several

options. For example, one could base the analysis on (i) time spent in tracing rays
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Figure 4.2. Computational time map for
RAS/PDF/PMC of a modified Sandia flame.
The plot represents average CPU time spent
(in s) per time-step for chemistry calcula-
tions.
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Figure 4.3. Computational time map for
RAS/PDF/PMC of a modified Sandia flame.
The plot represents average CPU time spent
(in s) per time-step for PMC calculations.

emitted from that cell, or (ii) total time spent in performing tracking operations

(ray-particle interactions and search for the next cell) for all rays passing through

that cell. With the former option, load balancing would imply that tracing of rays

should be done on the parent processor at each time step. This would require the

entire mesh and all PDF particle information to be available on that processor,

which is not possible for large mesh sizes. With the latter option, if the ray’s
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tracking is continued at the next time step once it hits the processor boundary,

eventually a state is attained where all processors see rays that originated from

the entire computational domain (which would take maximum of N −1 time steps

if a run is made on N processors) and the computational load is completely bal-

anced. After N − 1 time steps, each processor will have rays that originated from

everywhere in the domain, although rays from further away will have originated

on earlier time steps. The inherent assumption is that the collective nature of the

rays emitted from any processor will not vary significantly over N time steps. Here

the latter option is chosen for the assessment of PMC cost for a finite-volume cell.

With the latter option for characterizing PMC cost as discussed above, the

computational cost-maps for chemistry and PMC calculations for RAS/PDF/PMC

simulation of a modified Sandia Flame D (introduced in Section 5.4) are shown

in Figs. 4.2 and 4.3, respectively. The RAS/PDF/PMC simulation employed ap-

proximately 80000 notional particles and as many photon bundles. The contour

plots in these figures represent the time spent per time-step in FV cells for chem-

istry and radiation computations. The difference in the cost-map for chemistry

and PMC computations is quite evident; the cost-map for chemistry exhibits lo-

cality and is concentrated in the flame region, whereas PMC costs are dependent

on the number of rays passing through a FV cell, and therefore regions with high

view factors from emission-dominated zones exhibit significant PMC costs. The

aggregated cost-map for PMC and chemistry calculations is shown in Fig. 4.4.

For efficient parallelization of FV/PDF/PMC runs, once the time spent on

chemistry and PMC calculations has been recorded for each finite-volume cell for

a short run (as demonstrated above by Fig. 4.4), the next step is to decompose

the computational domain into several parts such that each part bears the same

computational cost. For this purpose, the computational costs are aggregated for

all cells to get the global computational cost. Based on the number of domains,

computational cost per processor is estimated. Then cells are clustered in the com-

putational domain to form blocks with computational cost equal to the estimated

computational cost per processor. At this point, the clustering operation is essen-

tially manual and care needs to be taken to ensure the spatial locality of the cells

within the cluster. The cells might be nonlocal in space in the default mesh repre-

sentation, and therefore reordering of cells might be helpful before the clustering
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Figure 4.4. Computational time map for RAS/PDF/PMC of a modified Sandia flame. The
plot represents average CPU time spent (in s) per time-step for chemistry and PMC calculations.

operation. This is illustrated in Fig. 4.5 that shows the ordering of cells in the FV

mesh for RAS/PDF of an axisymmetric modified Sandia flame case (Section 5.4).

Before clustering is performed, the cells are reordered (temporarily) to get a mono-

tone distribution, as shown in Fig. 4.6. Then, the reordered cells are clustered to

form blocks such that each block has the same computational cost. Fig. 4.7 shows

the clustering of cells into 16 blocks for the reordered cells of Fig. 4.6.

Note that the computational cost can vary significantly from cell to cell, and

cells with high computational cost might be confined to one region in the compu-
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Figure 4.5. Default cell ordering in the FV mesh of a modified Sandia flame. The plot
represents indices of cells.
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Figure 4.6. Reordered cell indices in a mod-
ified Sandia flame.
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Figure 4.8. Double layer approach for cell reordering. The plot represents two layers for
reordering of cells

.

tational domain. This could result in mesh decompositions with large unevenness

in the number of cells across processors. Therefore, a custom reordering and clus-

tering strategy needs to be adopted for each reacting flow system to ensure good

spatial locality of cells on a processor and a reasonably uniform cell count across

processors.

To this end, reordering and clustering operations are revisited for the config-

uration discussed above (cost-map of Fig. 4.4). In the aggregated cost-map, the

computational cost is high in regions close to the axis (r/Djet = 0) and in the

vicinity of y/Djet = 40 in the axial direction. Therefore, instead of a single layer

reordering (of Fig. 4.6), the computational domain is divided into two zones axially

(as illustrated in Fig. 4.8) and reordering is done in a local manner in each of the

two zones. This double-layer reordering is shown in Fig. 4.9. For this reordering,

the clustering is performed within each layer (zone) and is illustrated in Fig. 4.10.

The main purpose of this double-layer reordering is to divide the region with high

computational cost and assign it uniformly over multiple processors. With the

double-layer ordering, the uniformity in the cell count across processors improves

by a significant margin, as can be seen in Fig. 4.11. The single-layer reordering
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Figure 4.9. Reordered cell indices for a dou-
ble layer in a modified Sandia flame.
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Figure 4.10. Clustering of cells for a dou-
ble layer reordered cell indices in a modified
Sandia flame.

leads to significant differences in the cell counts between processors due to the

large local variations in computational costs for RAS/PDF/PMC simulation of

the modified Sandia flame. For LES/FDF/PMC simulations, the computational

costs and cell-sizes vary in the computational domain more than RAS-based runs,

and single-layer ordering can lead to large differences in the cell counts across

processors. For the parallelization studies presented in Section 5.6, double-layer

reordering is performed for both RAS/PDF/PMC and LES/FDF/PMC computa-

tions.

4.5 Modular Code Structure

Significant effort has been invested to consolidate the several individual component

modules (FV/FDF, PMC for thermal radiation, soot models - see Chapters 5 and

6) into a comprehensive and modular code that can be used for RAS/PDF and

LES/FDF simulations of nonsooting and sooting turbulent reacting systems. The

structure and connections among modules are illustrated in Fig. 4.12. The goal is to

provide a comprehensive package that will allow a user to specify the desired level
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Figure 4.11. Comparison of processor cell counts for single-layer and
double-layer reordering.

of turbulence closure, gas-phase thermochemical properties and chemical kinetics

mechanism, soot model, and level of radiation modeling (e.g., including versus

excluding TRI). A similar structure is being designed for spherical-harmonics-based

RTE solvers. In this study, the focus is on the detailed RAS and LES simulations

of nonsooting systems and analyzing radiation characteristics of both sooting and

sooting systems.

4.6 Summary of Key Equations for RAS/PDF

and LES/FDF Simulations

The set of equations and model constants employed in this research for RAS/PDF

and LES/FDF simulations are summarized in this section. These equations in-

voke standard simplifications such as high-Reynolds-number, low-Mach-number,

reacting ideal-gas mixture where the thermochemical state of the system can be

determined from mixture specific enthalpy, species mass-fractions, and pressure. A

hybrid FV/Lagrangian-particle approach is used in this work, where mean/filtered

equations for mass, momentum and energy are solved on the FV side and a mod-
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Figure 4.12. Schematic illustration of the LES/FDF/PMC/MOM-based computational mod-
ule.

eled equation for a one-point, one-time joint-PDF (or joint-FDF for LES/FDF) of

species mass-fractions and mixture specific enthalpy is solved using a Lagrangian

particle Monte Carlo procedure. For RAS/PDF simulations, a standard two-

equation k − ε model is used and equations for turbulence kinetic energy (k) and

eddy dissipation rate (ε) are solved on the FV side. The SFS stress tensor in the

filtered momentum equations is modeled using a constant-coefficient Smagorinsky

eddy-viscosity model for LES/FDF computations.

The equations being solved for mass, momentum, and energy are

• Mass
∂ρ̄

∂t
+

∂

∂xi
[ρ̄ũi] = 0 , (4.20)
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• Momentum (j = 1, 2, 3)

∂

∂t
[ρ̄ũj] +

∂

∂xi
[ρ̄ũiũj] = −

∂

∂xi
[ρ̄ (ũiuj − ũiũj)] +

∂τij
∂xi

−
∂p̄

∂xj
+ ρgj , (4.21)

• Equivalent enthalpy (a sensible energy representation; refer to Section 4.1.6)

∂ρh̃eq
∂t

+
∂ρh̃eqũi
∂xi

= −
∂

∂xi

[
ρ̄(h̃equi − h̃eqũi)

]
−
∂J

heq
i

∂xi
+ρS̃heq−from−FDF . (4.22)

The above equations hold true for both RAS/PDF and LES/FDF computa-

tions, though with different meanings for operators ¯ and ˜ . The operator

¯ represents mean quantities for RAS/PDF computations and filtered quantities

(Eq. 2.8) for LES/FDF computations. Likewise, operator ˜ denotes Favre-mean

and Favre-filtered (Eq. 2.9) quantities for RAS/PDF and LES/FDF, respectively.

The stress tensor [ρ̄ (ũiuj − ũiũj)] in the momentum equation above (Eq. 4.21)

represents the effect of all turbulent fluctuations on the mean flow in RAS compu-

tations and is denoted as Reynolds stress tensor. For LES, it can be interpreted

as the effect of subfilter fluctuations on resolved scales and is termed as the SFS

stress tensor.

The flux of equivalent enthalpy [ρ̄(h̃equi−h̃eqũi)] in the energy equation (Eq. 4.22)

needs to be closed and is referred to as the flux of equivalent enthalpy due to tur-

bulent fluctuations in RAS. For LES, it is termed as the SFS flux of equivalent

enthalpy due to unresolved turbulent fluctuations.

The RAS Reynolds stress tensor is determined using a Boussinesq approxima-

tion, and is represented as

ρ̄ (ũiuj − ũiũj) = −µT

(
∂ũi
∂xj

+
∂ũj
∂xi

−
2

3
δij
∂ũk
∂xk

)
+

2

3
ρ̄kδij . (4.23)

Here µT is the apparent turbulent viscosity that is given by

µT = ρ̄Cµ
k2

ε
. (4.24)

The k and ε in the above expression for µT are obtained by solving the following

equations in a standard two-equation k − ε model:
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Cµ Cε1 Cε2 Cε3 σk σε
0.09 1.44 1.92 -0.33 1.0 1.22

Table 4.3. Values of model coefficients for a standard k − ε model.

∂

∂t
[ρ̄k] +

∂

∂xi
[ρ̄ũik] =

∂

∂xi

[(
µ+

µT
σk

)
∂k

∂xi

]
+ τTij

∂ũj
∂xi

− ρ̄ε , (4.25)

and

∂

∂t
[ρ̄ε] +

∂

∂xi
[ρ̄ũiε] =

∂

∂xi

[(
µ+

µT
σε

)
∂ε

∂xi

]
+ Cε1

ε

k
τTij

∂ũj
∂xi

− Cε2ρ̄
ε2

k
+ Cε3ρ̄ε

∂ũk
∂xk

.

(4.26)

Here µ is the molecular viscosity and τTij is the Reynolds stress tensor (Eq. 4.23).

Cµ, Cε1, Cε2, Cε3 and the apparent turbulent Schmidt numbers σk and σε are model

coefficients for the standard k− ε model. Standard values for these coefficients are

given in Table 4.3.

In LES, the SFS stress tensor in the filtered momentum equation needs to be

closed, and is modeled here using a constant-coefficient Smagorinsky eddy-viscosity

model [81]:

ρ̄ (ũiuj − ũiũj) = −2µT,SFS

(
S̃ij −

1

3
δijS̃kk

)
+

2

3
ρ̄kSFSδij , (4.27)

kSFS = 2CI ρ̄∆
2
∣∣∣S̃
∣∣∣
2

, (4.28)

µT,SFS = (CS∆)2 ρ̄
∣∣∣S̃
∣∣∣ . (4.29)

Here kSFS is the SFS kinetic energy and is modeled through Eq. (4.28), µT,SFS

is the eddy-viscosity, and
∣∣∣S̃
∣∣∣ =

√
S̃ijS̃ij where S̃ij is the resolved rate-of-strain

tensor. CS and CI are model constants and their standard values are 0.16 and

0.09, respectively.

The turbulent flux of equivalent enthalpy is closed using a gradient diffusion

hypothesis for both RAS and LES computations:
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ρ̄
(
h̃equi − h̃eqũi

)
= −

µT
PrT

∂h̃eq
∂xi

, (4.30)

where PrT is the turbulent Prandtl number (PrT = 0.7), and µT is given by

Eq. (4.24) and Eq. (4.29) for RAS and LES, respectively.

For RAS/PDF simulations, in addition to the FV equations described above,

a one-point, one-time joint-PDF of species mass-fractions and mixture specific

enthalpy is computed by solving the following modeled transport equation for the

mass density function (F) [108, 111, 113]:

∂F

∂t
+

∂

∂xi
[ũi F ] +

∂

∂ψα
[Ŝα(ψ)F ] =

∂

∂xi

[
ρΓeff

∂ (F/ρ)

∂xi

]
+ Fmix . (4.31)

Here Γeff (= Γt = µT/(ρ̄σφ)) is the apparent diffusivity, σφ is the turbulent

Prandtl or Schmidt number, and Fmix is the flux in the composition space due to

molecular mixing and is obtained from a mixing model. Here σφ is set to 0.7 for

simulations performed in this research.

The above equation for F (Eq. 4.31) is solved using a Lagrangian particle

Monte Carlo method [108, 113] where the MDF is represented by a large number

of notional particles that evolve in physical and composition spaces according to

the following stochastic equations [108]:

dx∗(t) = [ũ+∇ (Γeff) /ρ]x∗(t) dt+ [2 (Γeff) /ρ]
1/2
x
∗(t) dW , (4.32)

dφ∗
α(t) = S∗

α,reactiondt+ F ∗
mix + δαs

S∗
radiation

ρ∗
dt, α = 1, . . . , s . (4.33)

In the above equations, the number of species is varied from α = 1, . . . , s− 1

and the sth scalar is the enthalpy; the radiation source term only affects the sth

scalar. Variables with an asterisk refer to the values of a Lagrangian particle, and

W is an isotropic vector Wiener process. In this work, F ∗
mix (the change in species

composition due to molecular mixing) is computed using the CD model [192, 193]

with model coefficient Cφ = 4 for RAS/PDF simulations.

For LES/FDF simulations in this work, a modeled transport equation is solved
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for the filtered mass density function (Section 2.5.2.1) via a Lagrangian particle

Monte Carlo method along with a FV solver for hydrodynamics and equivalent

enthalpy. The modeled transport equation for the FMDF and the stochastic equa-

tions for particles in the LES/FDF method are almost identical to the correspond-

ing equations (Eqs. 4.31, 4.32, and 4.33) in the RAS/PDF method. The only

differences are:

• The operator ¯ represents mean quantities for RAS/PDF computations and

filtered quantities for LES/FDF computations.

• The operator ˜ denotes Favre-mean and Favre-filtered quantities for RAS/PDF

and LES/FDF, respectively.

• The apparent diffusivity Γeff includes both molecular and turbulent compo-

nent in LES/FDF versus only a turbulent component in RAS/PDF.

• For the mixing model, the time scale in RAS/PDF is set to k/ε. In LES/FDF,

the time scale is computed as ∆2/(Γ + Γt).

• The mixing model constant, Cφ is not a universal constant and wide range

of values have been reported in the literature depending on the choice of

mixing model, flow regime (nonreacting/reacting), and turbulence closure

(RAS/LES) [111]. Here, the mixing model constant is set to 6 in LES/FDF

and to 4 in RAS/PDF.
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Development and Validation

Studies

A comprehensive computational module has been developed in this work for simu-

lating turbulent reacting flows in both LES and RAS frameworks. In this module,

a transported composition FDF (PDF) method and a spectral photon Monte Carlo

(PMC) radiation solver that completely account for turbulence/chemistry and tur-

bulence/radiation interactions are used in conjunction with a finite-volume LES

(RAS) solver. The development of the computational module has been carried

out in several stages. At each stage, the updated module has been tested and

validated (where possible) against data available from experimental measurements

or previous computational studies.

The finite-volume, variable-density LES solver in the OpenFOAMCFD code [127]

forms the basic building block of this computational module. To establish the suit-

ability of the finite-volume solver for LES, LES of a co-axial annular jet [194] has

been conducted, and the results obtained have been compared with experimental

data. Details are presented in Section 5.1.

The Lagrangian particle Monte-Carlo PDF code originally developed by Zhang

and Haworth [139] has been taken as the starting point for this study. Here it

is coupled with OpenFOAM. OpenFOAM–PDF coupling requires significant data

passing from the finite-volume side to the PDF side; data to be passed include

the FV mesh, turbulence scales, and velocities. The coupling is tested for an in-

compressible lid-driven cavity flow case, which was originally employed by Zhang
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and Haworth [139] to evaluate the performance of mass-consistency schemes im-

plemented in their hybrid FV/PDF code. Section 5.2 presents results obtained

from coupled OpenFOAM/PDF runs for a lid-driven cavity configuration.

The implementation of the Lagrangian composition FDF module is similar

to that for a PDF module, a key difference being in the specification of length

and time scales in the particle Monte Carlo PDF code. Therefore, the coupled

OpenFOAM/PDF module is first tested for a canonical nonpremixed turbulent jet

flame (Sandia Flame D [124, 125]) in the RAS framework, since the original PDF

code by Zhang and Haworth was developed for RAS/PDF. The indirect feedback

procedure (equivalent enthalpy approach - Section 4.1.6) is also implemented in

the RAS solver in the OpenFOAM code, and is tested for Sandia Flame D. Results

for coupled OpenFOAM-RAS/PDF runs are discussed in Section 5.3.

Emission and absorption schemes consistent with the notional particle repre-

sentation in FDF and PDF methods have been developed for the PMC thermal

radiation solver. Section 5.4 compares the performance of these new schemes with

the previous schemes for treating radiation in a notional particle field.

With the various components of the computational module appropriately tested

and validated, the LES/FDF/PMC solver is then applied to simulate Sandia Flame

D. A detailed description of the simulation study is provided in Section 5.5.4, where

comparisons between computed and measured quantities are presented. The inflow

turbulence generation, grid adequacy, and consistency of mass representations in

LES/FDF are also discussed.

The coupled FV–LES/FDF/PMC simulations are computationally highly ex-

pensive and necessitate the use of parallel simulations. A generic, efficient par-

allelization scheme has been developed in this work to ensure faster turn-around

times for computationally intensive simulations. The scaling performance of the

parallelization scheme is presented in Section 5.6.
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5.1 Variable-Density LES Solver: A Co-axial An-

nular Jet

As a first step toward building the LES/FDF computational module, the selected

LES code, which serves as the basic building block for the module, is validated

for nonreacting variable-density flows. To this end, a low-Mach-number annular

jet flow configuration [194] is simulated using the compressible LES code in Open-

FOAM [127]. The computational grid consists of approximately 1.4M hexahedral

cell elements, created in a semi-structured fashion. A parabolic velocity-profile is

used at the inlet and a zero-gradient boundary condition is employed at the outlet.

The temperature at the inlet is set to a fixed value (373 K) and zero-gradient is

specified at all other boundaries. For pressure, a wave-transmissive boundary con-

dition [195] is used at the outlet that is a simple reconstruction of the non-reflective

scheme proposed by Lele et al. [196] to allow the acoustic waves to escape the do-

main; all other boundaries are set to zero-gradient. Computations are carried out

on 16 processors and METIS [197] (already available in OpenFOAM) is used to de-

compose the computational domain for parallel runs. The time-step used (1.6e−5s)

is sufficiently low to ensure that the maximum material Courant number is less

than 0.5 for all cells in the computational domain.

The instantaneous resolved axial velocity on a cut-plane along axis through

the computational domain for the annular jet flow is shown in Fig. 5.1. This

configuration is studied for a number of subfilter-scale (SFS) models, namely a

k-equation eddy-viscosity model, a constant-coefficient Smagorinsky model and

the MILES approach (no explicit SFS model). Comparisons between computed

and measured mean and rms axial velocity profiles at several axial locations are

presented in Figs. 5.2 and 5.3.

The computed mean and rms velocity profiles in OpenFOAM are obtained by

time-averaging the instantaneous resolved velocity data for roughly 14 flow-through

times. The computed data are further averaged in the azimuthal direction. The

comparison between the experimental and computed mean axial velocities is shown

in Fig. 5.2. Here, OF 1eqn k represents the LES calculations with a k-equation

eddy-viscosity model, OF noSFS represents LES with no explicit SFS model, and

OF Smag represents LES with a constant-coefficient Smagorinsky model. The
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Figure 5.1. Instantaneous axial velocity component on a cutting plane for the
annular jet flow.

computed mean velocities for all the SFS models are in close agreement with the

experimental data for all axial locations. The same trend is observed in the com-

parison plots for the rms of axial velocity at downstream locations, as seen in

Fig. 5.3. Here only the resolved-scale contribution to the rms velocity is included

(no contribution from the subfilter-scale model). At upstream locations, the com-

puted rms velocities deviate somewhat from the measured values in predicting the

peaks/valleys in the region enveloped by the annular jet, but still maintain the

same qualitative structure as the experimental data. The deviation is attributed

to insufficient mesh density in that region, and results are expected to improve

with finer mesh resolution. Previous LES studies [198] for this flow configuration

have shown a similar level of agreement between computed and measured mean

and rms velocities for similar computational grids. Therefore, the results obtained

here suffice to establish the accuracy of the LES solver in OpenFOAM, and lay the

foundation for the development of the LES/FDF/PMC module.
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Figure 5.2. Computed and measured mean axial velocity profiles for the annular jet
flow.

5.2 OpenFOAM/PDF Coupling: Lid-driven Cav-

ity

The purpose of analyzing the lid-driven cavity case is to ascertain the correctness

of the coupling between the CFD code (OpenFOAM) and the Lagrangian particle

code, and to demonstrate mass-consistency between the FV side and the PDF side.

The PDF code needs information about the mesh connectivity and topology from

the FV solver. Furthermore, the PDF code is not self-contained, and demands in-

formation about the velocity field, cell-face-fluxes, and turbulence length and time

scales from the FV CFD code. Also, since particles on the PDF side carry mass

with them, and they move through the computational domain due to convection
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Figure 5.3. Computed and measured rms axial velocity profiles for the annular jet flow.

and diffusion, the particle mass distribution is dynamic. A key requirement is that

the PDF algorithm maintains a mean particle mass distribution that is consistent

with that on the FV side.

A laminar, incompressible (constant-property), two-dimensional, steady lid-

driven cavity configuration is chosen to investigate coupling and mass-consistency.

This configuration has long served as a benchmark validation case for CFD. The

lid-driven cavity may seem to be quite straightforward for any Lagrangian particle

method to handle, but in reality this is a deceptively challenging and revealing

configuration. The flow is marked by steep velocity gradients, no-slip walls, recir-

culation, and ambiguity in the specification of the velocity at the intersections of

the fixed and driven walls. In this test, given the steady nature of the flow and

the constant density specification, the PDF algorithm should yield a stationary
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Figure 5.4. The steady-state velocity field for the lid-driven
cavity configuration. Arrows are used to depict the direction
of the local velocity vectors.

and uniform particle mass distribution. Verification of this will also serve to estab-

lish that the coupling procedure between OpenFOAM and particle code is correct.

There is no feedback of PDF-based quantities to the FV side for this configuration,

hence the FV solution does not change once steady-state is reached.

The computational domain considered is an L×L×1 cube with 20×20×1 finite-

volume cells in x, y, and z directions, respectively. The bottom (y/L = 0) and side

(x/L = 0, x/L = 1) walls are no-slip (zero-velocity) walls, whereas the top wall

(y/L = 1) moves tangentially to the right at a constant speed of UW . Reynolds

number ReW ≡ UWL/ν is the key parameter here; ν is the constant kinematic

fluid viscosity. The values for L, U , and ν are chosen such that ReW = 1000,

representing a laminar case. At the start of the run, a converged steady-state

solution (Fig. 5.4) is obtained on the FV side, and time is reset to t = 0. Then

computational particles, with approximately uniform particle number density, are

initialized in physical space such that the total mass of particles in each finite-
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volume cell is equal to the finite-volume cell mass. Particle locations and velocities

are then advanced in time according to the equations listed in [54]. In this case,

there is no random component corresponding to turbulent diffusion.

As the particles move, the particle mass distribution should remain the same

as the initial uniform mass distribution. The principal quantity of interest, then,

is the deviation between the cell-level particle mass density ρkP (total particle mass

in cell k, divided by the cell volume) and the finite-volume mass density ρkFV (here

ρkFV ≡ ρO, k = 1, · · · , Nc, where ρO is the fluid density and Nc is the total number

of cells):

dρk ≡
ρkP − ρkFV
ρkFV

. (5.1)

The root-mean-square value of dρk, denoted by ρ′rms, over the entire compu-

tational domain is monitored as a global indicator of the deviation between the

particle and finite-volume mass distributions. Here ρ′rms is given by

ρ′rms ≡

[∑Nc

k=1

(
dρk
)2

Nc

]1/2
. (5.2)

ρ′rms is plotted as a function of normalized time, t+ ≡ tUW/L, in Fig 5.5. The plot

in Fig 5.5 presents the result for two specifications of the particle advection ve-

locity: no correction (Stage 1 only [139]) and first-level velocity correction (Stages

1 and 2 [139]). Stage 1 refers to a case where discrete values of velocity at mesh

vertices and linear interpolation functions are employed to establish a continu-

ous approximation to the mean velocity field. In Stage 2, the velocities at mesh

vertices are corrected to enforce consistency between FV cell-face mass flow-rates

and the cell-face mass flow-rates implied by the Stage 1 velocity field. Details of

Stages 1 and 2 are available in [139]. Zhang and Haworth [139] also presented a

Stage 3 algorithm where the deviation between FV mass and mean particle mass

in each cell is monitored, and a second correction velocity field is computed that

redistributes the particles in physical space to drive the deviation towards zero.

Stage 3 is not implemented here for the coupled OpenFOAM/PDF analyses.

As seen in Fig. 5.5, the rms mass density deviation increases continuously in

time in the absence of any correction (Stage 1), whereas with a first-level correction
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Figure 5.5. Time evolution of instantaneous rms mass den-
sity deviation (ρ′rms) over the computational domain for the
lid-driven cavity. Results are compared with data obtained
by Zhang and Haworth [139].

(Stages 1 and 2) the deviation levels decrease by an order of magnitude. The

agreement with previously obtained results [139] serves to establish the correctness

of the coupling procedure, and emphasizes the importance of correction schemes

to ensure mass-consistency.

5.3 OpenFOAM-RAS/PDF Module: Sandia

Flame D

The modeled transport equations for composition FDF and composition PDF

methods are very similar; the particle evolution equations (SDEs) for the two dif-

fer only in their specification of particle advection velocities and turbulence length

and time scales [19, 108]. Therefore, it is appropriate to perform a RAS/PDF

validation before moving to LES/FDF. Here, the coupled OpenFOAM-RAS/PDF

code is used to simulate Sandia Flame D [124, 125].
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Figure 5.6. Schematic of the piloted-jet burner and a flame image
[190].

Sandia Flame D is one of several nonpremixed flames investigated experimen-

tally as part of the “International Workshop on Measurement and Computation

of Turbulent Nonpremixed Flames” [199]. Because of the availability of extensive

high-quality experimental data [200], Sandia Flame D has been widely simulated

in the literature. It is a nonluminous piloted-jet methane flame, in which radiative

heat transfer is mainly due to the emission and absorption by major combustion

gases, especially water vapor and carbon dioxide. Figure 5.6 shows a schematic

of the piloted-jet burner and a time-averaged flame image. The central jet, with

a diameter Djet = 7.2 mm, issues a methane/air mixture with a volume ratio of

1 : 3. The annular pilot that surrounds the central jet has an outer diameter of

Dpilot = 2.62 Djet. The pilot composition is equivalent to the products of a burnt

methane/air mixture with an equivalence ratio of 0.77. The pilot is surrounded

by co-flowing air. The inlet boundary conditions for temperature, velocity, and

species mass fractions are listed in Table 5.1.

The computational mesh employed in this study is a 10-degree axisymmetric
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jet pilot coflow
T (K) 294 1880 291
u(m/s) 49.6 10.57 0.90
YCH4

0.15605 0.0 0.0
YO2

0.1962 0.054 0.23113
YH2O 0.0 0.0942 0.00581
YCO2

0.00045 0.1098 0.00055
YN2

0.6473 0.7377 0.76251
YCO 0.0 0.00407 0.0
YH2

0.0 0.000129 0.0
YH 0.0 0.0000248 0.0

Table 5.1. Inlet boundary conditions for Sandia Flame D [191].

X

YZ

Figure 5.7. Computational mesh for RAS/PDF simulation of Sandia Flame
D.

wedge consisting of 2520 hexahedral cells with a domain size of 70Djet and 18Djet

in the axial and radial directions, respectively. The wedge-like 3D grid, shown in

Fig. 5.7, is one-cell thick in the azimuthal direction. Such a grid has often been

used in the literature [36, 37, 54] to simulate 2D axisymmetric flames. The grid is

designed to be very fine in the fuel jet and mixing regions near the inlet to resolve

the large local gradients, and coarser in the air coflow and downstream to save

computational time. The wedge-like grid is truncated close to the axis (centerline)

for the creation of a hexahedral mesh without any singularities. A fixed-pressure

boundary condition and zero-gradients for all other quantities are applied at the

outlet and at the outer peripheral boundary. Symmetry conditions are applied at

the inner peripheral boundary and the two lateral faces.
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In the particle Monte Carlo method, approximately 27 particles per cell are

used for a total of approximately 70,000 particles. A simple coalescence-dispersion

(CD) mixing model [192, 193] is used to model micromixing, and the mixing model

constant is set to Cφ = 4. A 16-species, 41-reaction methane/air skeletal mech-

anism is used to account for chemical reaction [201]. Thermal radiation is not

considered in this study, since the main focus here is on validating the RAS/PDF

code.

Updates in species mass-fractions and density from the particle Monte Carlo

side are fed to the FV side at every time-step. For this statistically stationary

flow, time-blending is performed to reduce the statistical noise in the fields being

passed to the FV side (Section 4.1.6). The value of the blending factor k (Eq. 4.4)

is increased toward unity as run progresses toward a statistically stationary state.

Results obtained using time-blending for feedback of mean density to the FV

side are compared with those obtained using the equivalent enthalpy approach

(Section 4.1.6). Mean temperatures obtained with the two approaches (equivalent

enthalpy versus time-blending) also are compared.

Figure 5.8 presents the comparison of computed mean temperatures with ex-

perimentally measured data at three axial locations for the two density-coupling

schemes and for different values of Cφ; a value of 3 or higher has been sug-

gested [202] for the mixing models usually employed in the simulation of Sandia

Flame D. Mean temperature profiles for Cφ = 4 show a better match with the ex-

perimental data than those for Cφ = 6, and results obtained using the equivalent

enthalpy approach with Cφ = 4 are essentially the same as those obtained using

the time-blending approach.

In the literature, the k-ε model constants usually are modified to better match

the spreading rate in axisymmetric flames. Therefore, another run has been made

with Cφ = 4 and one modified k-ε constant (cε1 in the modeled ε equation set

to 1.55 instead of 1.44). Results with the modified model constant are in better

agreement with the experimental data. Further improvement can be obtained with

the consideration of thermal radiation, which will reduce the overpredicted mean

temperatures towards the experimentally recorded values. Also, the methane/air

chemical mechanism used here is a skeletal mechanism, and using a better chemical

mechanism will improve the computed results [203].
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Figure 5.8. Computed Favre-mean temperatures at three axial locations (x/Djet = 15,
x/Djet = 30, and x/Djet = 45) for Sandia Flame D.
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5.4 Comparison of Stochastic PMC Scheme with

Previous Schemes

Stochastic schemes for radiative emission and absorption have been developed for

incorporating the photon Monte Carlo treatment of thermal radiation in FV/PDF

(FV/FDF) frameworks. These schemes (discussed in detail in Section 4.2.1) have

been constructed in a manner that is more consistent with the PDF particle for-

mulation, compared to earlier approaches [153].

A RAS/PDF/PMC simulation of a scaled-up Sandia Flame D is conducted

as a validation exercise for the stochastic PMC schemes developed in this work.

Sandia Flame D is a small optically thin flame that does not exhibit appreciable

thermal radiation. For this validation study, Sandia Flame D was scaled up four

times (keeping the jet Reynolds number fixed, thereby reducing jet velocity by

a factor of four) [37] to enhance the effect of radiation. The line-by-line (LBL)

model [37] is used for spectral modeling of thermal radiation, with H2O and CO2

as the participating species. Computed steady-state mean temperature contours

for the scaled-up flame are shown in Fig. 5.9.

Radial profiles of the mean temperature at three axial locations for five different

PMC schemes are shown in Fig. 5.10. In the line-legend, “Cone-PPM” and “Line-

CDS” refer to the previous PMC schemes [153] where rays are modeled as cones

or lines, PDF particles are modeled as point particle masses or constant density

spheres, respectively, and radiation is solved on the particle field. “Stochastic-all

particles” denotes a generalization of the proposed stochastic scheme in which a

ray when passing through a finite-volume cell interacts with all particle realiza-

tions of that cell. In this scheme, the length that a ray traverses while traveling

through a cell is divided among all particle realizations based on the probability

of their occurrence. “Stochastic-1 particle” is the proposed scheme in which the

ray passing through a cell interacts with only one realization, and that is deter-

mined stochastically using the probability of occurrences of all realizations of that

cell. “Stochastic-15 particle” refers to a generalized case of the proposed scheme

in which the ray interacts with approximately half of the realizations of the cell,

that are selected stochastically based on their probability of occurrence. All three

stochastic PMC schemes are consistent with the stochastic nature of notional PDF
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Figure 5.9. Computed mean temperature field for the scaled-up Sandia Flame D.

particles.

The plots in Fig. 5.10 show that the computed mean temperatures for stochastic

schemes are in good agreement with the earlier cone-PPM and line-CDS schemes.

The cone-PPM scheme predicts lower mean temperatures than other schemes on

the outer boundaries of the flame front (in the radially outward direction). This is

because the emitted rays are represented as cones, and absorption is computed by

accounting for the point particles lying within the cone. As the mesh size increases

with increasing radial distance, it is possible for a cone-ray to traverse uninterrupt-

edly (or with less interference) through a finite-volume cell due to the presence of

large void spaces between point particles. This leads to lower radiative absorption

and, consequently, lower temperatures. The line-CDS scheme also allows for the

possibility of void spaces, but the effect is not evident in the computed mean tem-

peratures since the spherical representation of notional particles make it less likely

to occur.
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Figure 5.10. Computed Favre-mean
temperatures at different axial locations
(x/Djet = 15, x/Djet = 30, and x/Djet = 45)
for scaled-up Sandia Flame D.
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cations (x/Djet = 15, x/Djet = 30, and
x/Djet = 45) for scaled-up Sandia Flame D.
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PMC Scheme (
∑
s.d./

∑
(Mean absorption)) in %

Stochastic-1 particle 8.27
Stochastic-15 particles 8.23
Stochastic-all particles 8.16

Line-CDS 9.20
Cone-PPM 10.37

Table 5.2. Assessment of a global metric (summation of standard deviation over the
entire computational domain divided by the total absorption) for various PDF/PMC
schemes.

The standard deviation of volumetric radiative absorption in every FV cell in

the computational domain is computed from statistics collected for approximately

six flow-through times. Figure 5.11 shows the radial profiles of the ratio of stan-

dard deviation of radiative absorption and its mean at three axial locations for

various schemes. The ratios (i.e., relative standard deviations) for all stochastic

schemes are in good agreement with each other, and are less than 10% in all cases.

Note that the actual statistical error in the simulation is much lower than 10%,

since time averaging is used to estimate the mean quantities. The relative standard

deviations for cone-PPM and line-CDS schemes are higher than for the stochas-

tic schemes, due to the possibility of rays traveling uninterruptedly through the

particles present in a finite-volume cell. The cone-PPM scheme presents higher

possibility for rays escaping because of the point-mass representation of notional

particles, thereby leading to higher relative standard deviation than the line-CDS

scheme. Since the relative standard deviations in the radial profiles are quite close

to each other for different stochastic schemes, a global metric is considered to assess

the relative performance for the various schemes. Table 5.2 lists the ratio of the

sum of the standard deviations of radiative absorption and the total absorption in

the computational domain for various schemes. The global metric is highest for

the cone-PPM scheme for the reasons explained above. For the various stochastic

schemes, the global metric decreases as more number of particle realizations in-

teract with the traversing rays. This is expected, since more particle interactions

lead to less variation in absorption at different time steps. However, the benefits

of using more than a single particle are small.

The computational cost of the proposed stochastic scheme (“Stochastic-1 par-

ticle”) is approximately 16% of the cone-PPM scheme and 75% of the line-CDS
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scheme. This, together with the observations that the accuracy is comparable to

that of the earlier approaches and the standard deviations are lower, establishes

its suitability for PDF/PMC computations.

5.5 LES/FDF Module

The coupled OpenFOAM/PDF code has been validated for RAS/PDF simulations

(details in Section 5.3). Next it is implemented in the LES/FDF context. As noted

earlier, the evolution equations of notional particles are very similar for RAS and

LES; they only differ in the definition of the advection velocities and turbulence

time and length scales used in the Lagrangian Monte Carlo code for evolution of

notional particles. For LES/FDF simulations, appropriate turbulence length and

time scales are computed and used in the particle Monte Carlo code. The PMC

schemes for treatment of thermal radiation work directly with the particle Monte

Carlo code, and are therefore immediately applicable in the LES/FDF simulations

without any modification.

The coupled LES/FDF/PMC code is used to simulate a laboratory-scale non-

luminous turbulent flame (Sandia Flame D). For this simulation, an unstructured

mesh of approximately 1.2M hexahedral cells is created in a cylindrical computa-

tional domain that extends 70 Djet and 18 Djet in the axial and radial directions,

respectively. There are approximately 196, 90, and 64 cells in the axial, radial, and

azimuthal directions, respectively. The grid points are clustered near the shear

layers to resolve the large local gradients. The adequacy of the grid used here is

discussed in detail in Section 5.5.1. A nonreflecting pressure boundary condition

and zero-gradient boundary conditions for all other quantities are applied at the

downstream outlet and at the outer radial boundary. At the inlet, zero-gradient

is applied for pressure. Fixed species mass-fractions and temperature are specified

at the inlet. The velocity field at the inlet is created using a digital-filter-based

turbulence synthesis technique [204] that is discussed in detail in Section 5.5.2.

Approximately 15 particles are used per cell (18M particles total) for FDF

analysis. A simple coalescence-dispersion (CD) mixing model [192, 193] is used

to mimic micromixing, and the mixing model constant is set to Cφ = 6. The

lower value of Cφ = 4 that was used in RAS/PDF simulations for the CD model
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was found to be inadequate for LES/FDF. The higher value of the mixing model

constant required for LES/FDF compared to RAS/PDF is consistent with other

LES/FDF simulations reported in the literature [7, 205]. The use of higher values

is mostly attributed to the inaccuracy in computing the hydrodynamic time scale

(or dissipation rate).

For LES/FDF simulations, duplicate representations of mass are present in the

solution and it is desired to have consistency across FV and FDF representations.

The mass-consistency algorithms [139] and the equivalent enthalpy procedure are

employed in this work for maintaining consistent Eulerian and Lagrangian density

fields and for density feedback, respectively. An assessment of the mass consistency

and density feedback is presented in Section 5.5.3.

A 16-species/41-reactions skeletal methane/air chemical mechanism [201] is

used to model chemical kinetics in the LES/FDF analysis. Thermal radiation and

TRI are accounted for via PMC, where a LBL model is employed for spectral

modeling (water vapor and carbon dioxide are the two participating species), and

approximately 2M photon-bundles are traced in the computational domain at

every time-step. The computed mean and rms temperature and species mass

fractions for the LES/FDF/PMC analysis are compared with the experimental

data in Section 5.5.4.

5.5.1 Computational Grid

Grid quality is known to have a strong influence on accuracy in LES. LES is based

on the premise that the large, energy-containing scales are explicitly resolved, while

effects of the small scales are modeled. This dictates that the grid should be fine

enough to resolve the large scales of turbulence. In this work, information about

the turbulence length scales is derived from the RAS/PDF study of Sandia Flame

D (Section 5.3); this is used to ensure sufficient grid resolution in the LES mesh.

From scaling arguments, the turbulence length scale can be computed from the

turbulent kinetic energy k and the dissipation rate ε as

lT = Cµ
0.75k

2

ε
, (5.3)

where lT is the turbulence integral length scale and Cµ is a k − ε model constant
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Figure 5.12. Ratio of filter width to turbu-
lence length scale in the computational do-
main for LES of Sandia Flame D.

Figure 5.13. Ratio of filter width to tur-
bulence length scale plotted over only those
regions in the computational domain where
the temperature is above 292 K and the rms
axial velocity is greater than 0.5 m/s.

(0.09).

Figure 5.12 shows the ratio of the LES filter width to the turbulence integral

length scale from RAS on a cutting plane that contains the axis of symmetry

in the LES grid. The ratio is less than unity in most of the region of interest.

This can be seen in Fig. 5.13, which is same as the previous figure, but here

the grid is blanked out where the temperature is below 292 K and the rms axial

velocity is less than 0.5 m/s. The small values of the ratio indicate that the filter

width is sufficiently fine to resolve the large scales of turbulence. The procedure

used here is an a priori measure to investigate the suitability of a mesh for LES

simulations, and to make modifications if needed. The mesh is iteratively refined to

ensure that the local filter widths are smaller than the estimated turbulence length

scale. Once a satisfactory mesh is obtained, an LES/FDF analysis is performed.

A posteriori analysis of the LES/FDF results indicated that the subfilter-scale

(unresolved) turbulent kinetic energy is approximately 16% of the total turbulence

kinetic energy (resolved + subfilter-scale).
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5.5.2 Turbulent Inflow

Turbulence specification at inflow boundaries plays an important role in determin-

ing how the flow evolves downstream in the computational domain, especially in

cases where the inlet turbulence governs or significantly influences the turbulence

production mechanism (free shear layer or wall-shear) inside the domain. In the

RAS approach, the inlet turbulence is relatively easy to handle, and is generally

specified in terms of turbulence kinetic energy and eddy dissipation rate or via a

turbulence length scale and turbulent intensity, in addition to the mean velocities.

For LES, the inlet specification is not as straight forward, and requires specify-

ing fluctuating spatially-varying velocities that mimic the unsteady turbulent flow

at the inlet. Several methods have been proposed in the literature for specifying

turbulent velocity profiles at inlets for LES computations.

The most basic method is to superimpose random fluctuations (white noise,

based on the magnitude of the rms velocity fluctuations) on the mean inlet pro-

file. The disadvantage with this method is that there are no physical structures

of turbulence in the inflow, and the fluctuations tend to damp out quickly in the

computational domain. Another method is to pre-compute the flow upstream of

the computational domain and use the pre-computed flow solution to impose inlet

conditions at the plane of the fuel-nozzle exit. This is potentially a good method

for specifying inlet velocities, but is dependent on the availability of accurate in-

formation about upstream flow conditions that is not readily available in many

cases. A mapped-inlet boundary condition is available in OpenFOAM, where ve-

locity profiles from an interior plane are mapped onto the inlet. This specification

allows for structures in the inflow, but is only applicable when the interior plane

is topologically identical to the inlet. That is, if the inlet consists of a circular jet

surrounded by an annular jet, the interior plane should also have a circular jet and

an annular jet. Both mapped-inlet and pre-computed methods do not necessarily

give the correct level of turbulent fluctuations, if that is known experimentally

for a particular configuration. Another method is to synthesize turbulence at the

inlet using algebraic procedures to reconstruct structures with approximately the

right statistics. This method is similar to the first approach described above, in

the sense that fluctuations are superposed on mean velocities; the difference lies in

the fact that the fluctuations have well-defined spatial and temporal correlations.
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The inflow created in this case exhibits artificial turbulent structures, and allows

for the accurate representation of the experimentally measured means and rms of

turbulent fluctuations.

In this LES study, a digital-filter based turbulent synthesis technique [204]

based on measured mean and rms velocities is used to create turbulent inflow at

the inlet boundary for Sandia Flame D. It is observed that in the absence of a

valid turbulent inflow (i.e., when random fluctuations or just flow mean velocities

are specified), the numerical solution does not generate sufficient turbulence in the

computational domain, and the flame blows out. The ineffectiveness of white-noise

random fluctuations is attributed to the fact that the fluctuations damp out rapidly

due to the lack of energy in the low wavenumber range. An accurate turbulent

inflow specification is found to be critical for the spreading and mixing of the fuel

jet and, consequently, the stabilization of the flame. The digital filter method used

in this study consists of two steps:

1. In the first step, a three-dimensional signal Ui is generated for each veloc-

ity component with prescribed two-point statistics (two-point correlation). The

statistics can be experimentally derived or estimated heuristically. Digital filtering

of the random data set then is performed, where filter coefficients are tuned to

capture the desired two-point statistics. The details are available in [204].

2. To account for the one-point statistics (means; self- and cross-correlation

between different velocity components), the 3-D velocity signal with two-point

statistics obtained in the first step is transformed by a method proposed by Lund

et al. [206]. In this method the velocity signal is modified via ui = ūi + aijUj ,

where ūi is the mean velocity and ui is the final velocity signal with the desired

one-point and two-point statistics. The tensor aij is given by

(aij) =




(R11)
1/2 0 0

R21/a11 (R22 − a221)
1/2

0

R31/a11 (R32 − a21a31) /a22 (R33 − a231 − a232)
1/2


 . (5.4)

In the above expression, Rij represents the correlation tensor, which may be known

from the experimental data.

Figure 5.14 shows instantaneous contours of x-, y-, and z-velocities (y-axis de-
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Figure 5.14. Instantaneous x-, y-, and z-velocities (in m/s) at the inlet constructed
using the turbulence synthesis approach. The inner-most circle (as seen in the middle
contour plot) is the fuel jet and the surrounding annulus is hot pilot.

notes the axial direction, and z-x plane represents the cross-section) constructed

using the above method on the inlet boundaries for Sandia Flame D. The pres-

ence of structures is evident from the velocity contours. The method used here

reproduces the prescribed one-point statistics and autocorrelation functions.

5.5.3 Assessment of Mass Consistency and Density Feed-

back

In hybrid FV/particle-Monte-Carlo solution procedures for LES/FDF simulations,

the notional particles representing fluid mass are initialized in the computational

domain and evolve in physical and composition spaces via the FDF equations.

This method requires that the Eulerian density field remain consistent with the

density field implied by the particle masses. The numerical implementation of the

hybrid FV/Monte-Carlo method requires special treatment to satisfy this criterion.

In this work, the mass consistency algorithms by Zhang and Haworth [139] are

employed to ensure that the Lagrangian density field remains consistent with the

FV Eulerian density field. Furthermore, the equivalent enthalpy procedure has

been implemented in this work to evolve the FV density, since direct feedback

of particle thermochemical density (density based on particle composition) is not

stable due to the inherent statistical noise. Thus, three density representations are

available here: the Eulerian FV density field, the Lagrangian density implied by the

particle mass, and the Lagrangian density obtained from particles’ compositions.

Figure 5.15 shows the comparison of the three mean density fields at different

axial locations for LES/FDF analysis of Sandia Flame D. The three representations



www.manaraa.com

118

r / Djet

〈ρ
〉

0 1 2 3 4 5

0.2

0.4

0.6

0.8

1

1.2

FDF-composition
FV: from enthalpy
FDF: particle mass

y / Djet = 15

r / Djet

〈ρ
〉

0 1 2 3 4 5 6

0.2

0.4

0.6

0.8

1

1.2

FDF-composition
FV: from enthalpy
FDF: particle mass

y / Djet = 30

r / Djet

〈ρ
〉

1 2 3 4 5 6

0.2

0.4

0.6

0.8

1

1.2

FDF-composition
FV: from enthalpy
FDF: particle mass

y / Djet = 45

Figure 5.15. Comparison of radial profiles of mean density at three axial locations for
different density representations.

are in excellent agreement with each other at all axial locations. This demonstrates

that the Eulerian and the Lagrangian density fields remain consistent in the mean,

and therefore establishes the accuracy of the underlying numerical implementation

and the density feedback algorithm.

5.5.4 Results

The LES/FDF simulation is carried out in several stages. A FV chemistry solution

(chemical source terms are computed directly using the filtered quantities with no

consideration of subfilter-scale TCI) is obtained first where the fuel jet, hot pilot

and co-flowing air issue into the computational domain with quiescent, ambient

air as the initial condition. The FV chemistry computations are performed for

approximately 20 flow-through times. Next, the FV solution is used as the start-

ing point for the LES/FDF computations. LES/FDF computations are run for
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Figure 5.16. Computed instantaneous temperatures on a plane along the jet centerline for
Sandia Flame D.

approximately seven flow-through times before time-averaged statistics are accu-

mulated, so that the turbulence dynamics are fully equilibrated and a statistically

stationary state is reached. Here the flow-through time is based on the mean fuel

jet inlet velocity and the axial length of the computational domain. Time-averaged

statistics then are collected for approximately 1.5 flow-through times. They are

further averaged in the azimuthal direction to take advantage of the statistical ho-

mogeneity in that direction. The computed instantaneous resolved temperatures

on a plane along the jet centerline for LES/FDF of Sandia Flame D are shown in

Fig. 5.16.

Figure 5.17 presents comparisons of computed and measured mean tempera-

tures at three axial locations for four models: (1) LES with FV chemistry (i.e., no

subfilter-scale TCI) for a one-step methane/air global mechanism; (2) LES/FDF

calculations for the one-step global mechanism; (3) LES with FV chemistry for a

16-species/41-reactions skeletal mechanism; and (4) LES/FDF/PMC for the 16-

species/41-reactions skeletal mechanism. As expected, for all three axial locations,

computed mean temperatures from LES/FDF calculations are in better agreement

with the experimental data than the LES/FV-chemistry results. Differences be-

tween LES/FDF and LES/FV are manifestations of subfilter-scale TCI. For axial

locations x/Djet = 15 and x/Djet = 30, the LES/FDF results for the global mech-
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anism deviate significantly from the experimentally measured mean temperatures,

whereas computed mean temperatures are in reasonable agreement with experi-

mental data at the x/Djet = 45 location. This behavior is attributed to the global

methane/air chemistry that has been used here to model chemical reactions. The

global mechanism does not provide an accurate prediction of the chemical reac-

tion rates, and tends to overpredict the reaction rates at upstream locations. At

downstream locations (say, x/Djet = 45), the effect of inaccuracies in the modeled

chemical mechanism is diminished since most of the chemical reactions have gone

to completion by that time. The 16-species/41-reactions mechanism represents

finite-rate chemical kinetics appreciably better than the global mechanism and,

therefore, the computed results for both FV and LES/FDF calculations with this

skeletal mechanism are in better agreement with the experimental data than the

results for global mechanism at all three axial locations. The LES/FDF calcu-

lations predict burning of fuel somewhat further upstream in the computational

domain compared to the FV calculations for the 16-species mechanism, as evident

from the higher centerline temperatures at x/Djet = 15 and x/Djet = 30 axial lo-

cations. This is due to the use of a simple mixing model along with a fixed model

constant. A higher value of the model constant is employed for LES/FDF than

that used for RAS/PDF simulations, and no attempt has been made here to op-

timize its value. Nevertheless, mean temperatures computed here from LES/FDF

with a fixed mixing model constant are in reasonably good agreement with the

experimental data. The main focus of this work is to demonstrate the accuracy of

the LES/FDF method and to validate the code, and to that end, additional com-

puted mean and rms quantities from LES/FDF/PMC calculations are compared

with the experimental data below.

Figure 5.18 presents a comparison of computed (resolved contributions only)

and measured rms of temperature fluctuations at three axial locations for two

models: (1) LES/FDF/PMC for the 16-species mechanism and (2) LES with FV

chemistry with the same mechanism. The rms temperatures from LES/FDF com-

putations are in excellent agreement with the experimentally measured values at

x/Djet = 30 and x/Djet = 45 locations. The LES/FDF results are off at the

x/Djet = 15 location and this is attributed to the deficiencies in the mixing model

and chemical mechanism employed in this study.
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Figure 5.17. Radial profiles of mean tem-
perature at three axial locations (x/Djet =
15, x/Djet = 30, and x/Djet = 45) for San-
dia Flame D.
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Figure 5.18. Radial profiles of rms temper-
ature at three axial locations (x/Djet = 15,
x/Djet = 30, and x/Djet = 45) for Sandia
Flame D.
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Figure 5.19. Radial profiles of mean axial velocity at three axial locations (x/Djet = 15,
x/Djet = 30, and x/Djet = 45) for Sandia Flame D.

Figure 5.19 presents a comparison of computed and measured mean velocity

profiles at three axial locations for the LES/FDF/PMC calculations for the 16-

species mechanism. The computed mean velocities are in good agreement with the

experimentally measured velocities at all three axial locations.

The plots in Figs. 5.20 and 5.21 compare the computed mean and resolved rms

mass-fractions of CO2 with the experimental data at x/Djet = 15 and x/Djet = 30

axial locations for LES/FDF/PMC calculations with the 16-species mechanism.

The computed mean and rms mass-fractions of CO2 are in good agreement with the

measured data. The computed mean and rms mass-fractions of OH at x/Djet = 15

and x/Djet = 30 axial locations are plotted and compared with the measured values

in Figs. 5.22 and 5.23, respectively. The computed quantities for OH capture the

trends seen in the experimental data quite well. Quantitatively, the computed

values are slightly to moderately off from the experimental data, which is mainly

due to the simple skeletal chemical mechanism used here for methane/air chemistry.

The LES/FDF/PMC simulation conducted in this study employs a skeletal

chemical mechanism and a simple mixing model. The level of agreement with the

experimental data can be readily improved by incorporating a detailed chemical

mechanism [203, 207] and a better mixing model [202]. Using a detailed chemical

mechanism that captures chemical kinetics much more accurately than the skeletal

mechanism is computationally prohibitive for LES/FDF calculations due to the

enormous costs involved, and necessitates the use of ISAT [208] or similar chemistry

acceleration procedure. Nonetheless, the accuracy achieved in the results shown

here demonstrates the promise of the LES/FDF/PMC method.
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Figure 5.20. Radial profiles of mean
mass-fraction of CO2 at two axial locations
(x/Djet = 15 and x/Djet = 30) for Sandia
Flame D.
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Figure 5.21. Radial profiles of rms mass-
fraction of CO2 at two axial locations
(x/Djet = 15 and x/Djet = 30) for Sandia
Flame D.

5.6 Parallelization Studies

The computational-time-map-based parallelization scheme proposed in Section 4.4.1

is evaluated here for two test cases. In this scheme, the time spent in chemistry

and PMC calculations is recorded for each finite-volume cell, and that information

is used to decompose the domain. For more details, see Section 4.4.1.

The first test case is the RAS/PDF/PMC simulation of the scaled-up San-

dia Flame D using a 16-species/41-reactions methane/air mechanism. For the
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Figure 5.22. Radial profiles of mean
mass-fraction of OH at two axial locations
(x/Djet = 15 and x/Djet = 30) for Sandia
Flame D.
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Figure 5.23. Radial profiles of rms
mass-fraction of OH at two axial locations
(x/Djet = 15 and x/Djet = 30) for Sandia
Flame D.

proposed scheme, the contours of average CPU time spent in each finite-volume

cell at each time-step for chemistry, PMC calculations and their aggregate for

RAS/PDF/PMC simulation of the scaled-up Sandia Flame D are shown in Figs. 4.2, 4.3,

and 4.4, respectively. The computational domain is then distributed among pro-

cessors to balance the overall load.

To analyze the parallelization efficiency of this scheme, RAS/PDF/PMC anal-

yses of scaled-up Sandia Flame D are performed on 1 and 16 processors for ap-

proximately four flow-through times. The speed-up resulting from parallelization
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Figure 5.24. Speed-up for a 16-processor run for RAS/PDF/PMC of scaled-up Sandia Flame
D.

for these runs is shown in Fig. 5.24. As seen in the figure, a speed-up of approx-

imately 15 is obtained for the 16 processor run. Better results could be obtained

with further iteration on the domain decomposition.

A LES/FDF/PMC test case is considered next. This is a simulation of San-

dia Flame D using a global methane/air mechanism. The cost of the chemistry

computations for this test case is approximately eight times lower than the PMC

cost (in contrast to RAS/PDF/PMC, where the chemistry cost is five times that

of PMC), thereby allowing us to effectively isolate the PMC component of the

LES/FDF/PMC module and assess the performance of the scheme. The compu-

tational time-maps for the cost of chemistry and PMC calculations on an axial

plane passing through the centerline are shown in Figs. 5.25 and 5.26, respectively.

The time-maps for PMC and chemistry computations are quite different from each

other, with PMC being the dominant contributor to the total cost. The total cost,

i.e., the average CPU time spent in each finite-volume cell at each time-step for

PMC and chemistry calculations, is shown in Fig. 5.27.

In the strong scaling limit∗, the LES/FDF/PMC simulation of the above flame

is carried out on 16, 32, 64, and 128 processors, for which the computational

domain has been decomposed using the total cost time-map shown in Fig. 5.27.

A double-layer reordering (for details, see Section 4.4.1) is employed and clus-

∗Total computational cost (problem size) is kept constant, thereby the computational load
per processor decreases with the increase in number of processors.



www.manaraa.com

126

Figure 5.25. Computational time-map for LES/FDF/PMC of Sandia Flame
D. The plot represents average CPU time spent (in s) per time-step for chem-
istry calculations.

tering is performed within each layer. The decomposed domains are plotted in

Figs. 5.28 and 5.29 for 16-processor and 32-processor runs, respectively. The

domain-decomposition for 64 and 128 processors uses the identical double-layer

reordering as that for 16 and 32 processors. The differences arise from the clus-

tering operation, where more clusters are created within each layer to meet the

specified number of processors. The parallel efficiency for these runs is presented in

Fig. 5.30. The plot demonstrates that the proposed parallelization scheme scales

reasonably well even for this stringent scenario. For the 128-processor run, a

speed-up of approximately 6.6 is obtained with respect to 16-processor computa-
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Figure 5.26. Computational time-map for LES/FDF/PMC of Sandia Flame
D. The plot represents average CPU time spent (in s) per time-step for PMC
calculations.

tions, thereby achieving a parallel efficiency of 83% in this configuration where the

PMC cost (nonlocal in nature) dominates the chemistry cost. Further iterations

on the domain decomposition based on these CPU time mappings can be expected

to yield better scalability.

5.7 Summary

Various development and validation studies have been performed toward the con-

struction of a comprehensive computational module for simulation of turbulent re-

acting flows. The module consists of a finite-volume LES solver to treat turbulence,
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Figure 5.27. Computational time-map for LES/FDF/PMC of Sandia Flame
D. The plot represents average CPU time spent (in s) per time-step for chem-
istry and PMC calculations.

a Lagrangian particle Monte Carlo solver to model chemistry and turbulence–

chemistry interactions, and another Monte Carlo solver to account for thermal

radiation and turbulence–radiation interactions. The developed module has been

exercised to simulate a piloted jet diffusion flame (Sandia Flame D), and the com-

puted mean and rms quantities from LES/FDF/PMC calculations have been com-

pared with experimental data. The parallel efficiency of the computational module

has also been assessed for a test configuration, and the results are used to perform

the TRI studies that are reported in the next chapter.
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Figure 5.28. Decomposed domain using
a double-layer clustering approach for a 16-
processor simulation of LES/FDF/PMC of
Sandia Flame D.

Figure 5.29. Decomposed domain using
a double-layer clustering approach for a 32-
processor simulation of LES/FDF/PMC of
Sandia Flame D.

# Processors

S
p

ee
d

-u
p

(w
.r

.t
1

6
p

ro
ce

ss
o

rs
)

16 32 48 64 80 96 112 128
1

2

3

4

5

6

7

8
Actual
Linear Speed-up (Perfect Scenario)

Figure 5.30. Scalability (strong scaling limit) for LES/FDF/PMC of Sandia Flame D.
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Chapter 6

Treating Thermal Radiation in

LES of Reacting Flows

Thermal radiation is known to be important for accurate simulation of combustion

systems. The gaseous species and particulate media (such as soot) in a combustion

system emit significant energy at high temperatures, part of which is re-absorbed

within the system. Detailed analysis of emission, absorption, and other radiative

processes is necessary for accurate predictions of flame temperatures and pollutant

emissions. A photon Monte Carlo method has been presented in Section 4.2.1 to

account for radiation in turbulent flow fields characterized by notional particles

in PDF and FDF methods. The performance of the PMC method is dependent

on the number of photon bundles considered; previous studies have shown that

approximately one photon bundle per notional particle in the RAS/PDF method

is sufficient to resolve the time-averaged solution with reasonable accuracy [37]. In

the RAS/PDF approach, only the time-averaged mean solution is of concern; the

PMC solution does not need to be time-resolved at every time step. In contrast,

for LES/FDF simulations, radiation needs to be considered in a manner that is

consistent with the time-dependent nature of LES. This imposes more strict re-

quirements on the use of a PMC method for radiation treatment in LES/FDF

simulations, and the PMC method needs to be revisited to estimate the optimum

number of photon bundles required for transient treatment of radiation and accu-

rate prediction of means. For that reason, a scoping study is conducted here to

quantify the statistical uncertainties in the instantaneous PMC solution for various
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photon bundle sizes, and to address the photon bundle requirement for accurate

prediction of means in the LES context. Details of the analysis being performed

are presented in Section 6.1.

An important physical modeling issue pertaining to thermal radiation in the

LES context is the relative importance of subfilter-scale emission and absorption

TRI. In LES, since the large-scales are explicitly resolved, the contributions of

large-scale fluctuations to emission and absorption TRI are automatically cap-

tured. Models still are needed for the contributions of subfilter-scale fluctuations

to emission and absorption TRI (hereby referred to as SFS emission and absorp-

tion TRI). SFS emission TRI, a one-point statistic, is completely accounted for in

a LES/FDF framework. The PMC scheme discussed in Section 4.2.1 provides a

closure for SFS absorption TRI. In this work, investigations are made to assess the

importance of SFS emission and absorption TRI (Section 6.2).

6.1 PMC Requirements in LES

PMC methods have been used successfully in RAS/PDF simulations of both non-

luminous and luminous flames [37, 188, 209]. These methods are statistical in

nature and require sampling of a reasonable number of photon bundles to have

confidence in the predicted statistics. The degree of confidence is generally eval-

uated by comparing the standard deviation with the mean. For RAS/PDF sim-

ulations, previous studies have concluded that on the order of one photon bundle

per notional particle is needed for acceptable accuracy in the time-averaged so-

lution. For LES/FDF simulations, PMC requirements are two-fold: (1) LES is

time-dependent and, therefore, a sufficiently large number of photon bundles at

each time step needs to be traced to achieve a PMC solution that captures the

transient nature of the LES/FDF simulation and has low levels of statistical uncer-

tainty; and (2) an adequate number of photon bundles needs to be considered for

accurate prediction of mean quantities. In this work, we investigate the statistical

uncertainties in the PMC solution for various photon bundle sizes for instanta-

neous LES/FDF snapshots of four flame configurations, and establish the number

of photon bundles required for accurate means in the LES context. The flames

considered are:
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flame (i): Sandia Flame D

flame (ii): Sandia Flame D-like flame with soot based on a state-relationship

flame (iii): Scaled-up Sandia Flame D (Sandia Flame D is scaled four times.

See Section 5.4)

flame (iv): Scaled-up Sandia Flame D with soot based on a state-relationship

The reasoning behind choosing these flames is to cover a wide range of flames

for PMC analysis. Sandia Flame D is an optically thin laboratory-scale flame and

contains a negligible amount of soot. In flame (ii), soot is added through a model

based on a state-relationship to represent luminous sooting flames similar in size

to Sandia Flame D. Flames (iii) and (iv) mimic nonsooting and sooting flames,

respectively, that are about four times larger than Sandia Flame D. Flames (i)-(iv)

range from small optically thin flames to several-meters-long optically thick flames.

The relative importance of spectral molecular gas radiation versus broadband soot

radiation is also varied by considering nonsooting versus sooting flames.

A one-step global reaction mechanism for methane/air combustion is considered

to model chemical reactions in the above flames, where methane reacts with oxygen

to form water vapor and carbon dioxide:

CH4 + 2O2 → CO2 + 2H2O . (6.1)

Soot is modeled in flames (ii) and (iv) using a state relationship where an

algebraic function is considered for soot volume fraction as a function of mixture-

fraction. The state relationship assumed here is based on the experimental work

of [210]. The quantitative accuracy of soot prediction is not central to the present

study, since the main focus is on thermal radiation characteristics. A qualitative

representation of the soot volume fraction that yields reasonable soot levels at ap-

propriate locations in the flame is sufficient here. The state relationship for soot

volume fraction employed in this study is plotted in Fig. 6.1. Here the stoichio-

metric value of the mixture fraction is 0.37.

The flames considered in this study (Sandia Flame D and scaled-up Sandia

Flame D) have been described in detail in Sections 5.3 and 5.4, respectively. The

computational domain for these flames for LES/FDF/PMC simulations consists of

a cylindrical block with a radius of 18 Djet and an axial length of 70 Djet, where

Djet is the fuel-jet diameter. A block-structured hexahedral mesh is created; the
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Figure 6.1. Soot volume fraction as a function of the mixture-fraction; state-relationship for
soot employed in this study.

computational domain is divided into several blocks and a structured mesh is cre-

ated within each block. The mesh consists of approximately 1.2M hexahedral cells.

The digital filter technique described in Section 5.5.2 is used to generate turbulent

inflow. The Smagorinsky model is used for the SFS stress tensor in the filtered

Navier-Stokes equations. Approximately 84% of the turbulent kinetic energy is

resolved by the grid. A nominal particle density of 15 particles per cell is used

for the LES/FDF analysis. Examples of computed instantaneous temperatures

and soot volume-fractions (from the state relationship) on a plane along the jet

centerline for LES/FDF/PMC of flame (iv) [scaled-up Sandia Flame D with soot]

are shown in Figs. 6.2 and 6.3, respectively.

An instantaneous snapshot of the LES/FDF particle field for the above flames

is considered, and a frozen-field analysis is performed to investigate the transient

resolution of the PMC method in LES simulations. For the frozen LES/FDF

particle field, PMC ray tracing is conducted 600 times for a given number (N)

of photon bundles, and statistics (averages and standard deviation based on the

outcome of 600 tracings) are computed for radiative absorption and radiative heat

flux in each finite-volume cell. The averages computed here represent the “exact”

radiation solution for the LES/FDF snapshot. The PMC emission scheme is (by

construction) such that the emission from each finite-volume cell is always exact

irrespective of the number of photon bundles considered and, therefore, there is



www.manaraa.com

134

Figure 6.2. Computed instantaneous re-
solved temperatures on a plane along the
jet centerline for flame (iv) [scaled-up Sandia
Flame D with soot].

Figure 6.3. Computed instantaneous re-
solved soot volume-fractions (from state-
relationship) on a plane along the jet center-
line for flame (iv) [scaled-up Sandia Flame D
with soot].

no statistical variation in radiative emission from one instance to the other. The

exact volumetric absorption (or radiative heat source) for the LES/FDF snapshot

in any arbitrary FV cell ic is given by

Qexact,ic =

∑600
i=1Qi,ic

600
, (6.2)

where Qi represent the volumetric absorption (or radiative heat source) in cell ic

due to the ith tracing of N photon bundles.

The standard deviation in volumetric absorption (or radiative heat source) in

any arbitrary cell ic is computed as follows:

σabs,ic =

√∑600
i=1 (Qabs,i,ic −Qabs,exact,ic)

2

600− 1
. (6.3)

In the above expression, σabs is the standard deviation in volumetric absorption,

Qabs,exact,ic is the exact volumetric absorption in cell ic, andQabs,i,ic is the volumetric

absorption at the ith instance of the tracing of N photon bundles.

The ratio of the standard deviation in the radiative absorption (σabs) to the



www.manaraa.com

135

exact radiative absorption (Qabs,exact) gives an indication of the statistical error in

the predicted radiative absorption with respect to the exact value when a single

history of photon bundle tracing is considered (that is, when N photon bundles

are traced only once as opposed to 600 times).

Figure 6.4 presents the ratio of standard deviation to exact radiative absorption

in the radial direction at three axial locations (15Djet, 30Djet, and 45Djet) for

scaled-up Sandia Flame D (flame iii) for different values of N . The radiative

absorption along these lines is shown in Fig. 6.5; the plots compare the radiative

absorption (for only 4M photon bundles) with the exact absorption. The standard

deviation is also included in the plots in the form of upper- and lower-bound

curves on the exact absorption profiles. The plots in Figs. 6.4 and 6.5 indicate

that the spread in the predicted radiative absorption for a single tracing of photon

bundles decreases with the increase in photon bundles (N) and attains a level of

approximately 10% for N = 4 million. As a result of 10% standard deviation, the

absorption profiles for an arbitrary tracing of 4M photon bundles well represent

the profiles for exact absorption (see Fig. 6.5) in a qualitative manner.

The above results indicate that even with 4M photon bundles, the statistical

uncertainty in local absorption is approximately 10% of the exact value, and more

bundles are needed to reduce the uncertainty in the local absorption. Global

estimates for tracing of 4M photon bundles are presented in Table 6.1 where, based

on 600 samples of 4M photon bundles each for a frozen LES/FDF particle field,

the radiative absorption and radiative heat source are aggregated over only those

finite-volume cells where the computed standard deviation is within a specified

fraction (namely, 10%, 15%, and 20%) of the exact volumetric absorption and

radiative heat source, respectively. The aggregated absorption and radiative heat

source are then expressed as a fraction of the total absorption and radiative heat

source in the computational domain.

In this analysis, the cut-offs are an indicator of statistical uncertainty and can

be thought of as the error margins (in the outcome of a single tracing of 4M bun-

dles) about the exact values, and the fractions presented in Table 6.1 indicate the

percentages of total absorption and radiative heat source in the computational do-

main that would be predicted within the error margins for a single tracing of 4M

photon bundles. That is, the finite-volume cells for which the absorption and ra-
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of standard deviation in the volumetric ab-
sorption and its exact value at three ax-
ial locations (x/Djet = 15, x/Djet = 30,
and x/Djet = 45) for LES/FDF snapshot of
scaled-up Sandia Flame D.
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σ
Qexact

cutoff [based on

600 samples;N = 4M ]
(in %)

Fraction of total ab-
sorption

Fraction of total ra-
diative heat source

10 0.803 0.936
15 0.936 0.991
20 0.971 0.995

Table 6.1. The aggregate absorption and radiative heat source expressed as a fraction
of the total absorption and total radiative heat source, respectively, in the computational
domain for flame (iii). The aggregation is conducted over FV cells where σ

Qexact
is within

a specified cutoff; here Qexact refers to the exact volumetric absorption (or exact radiative
heat source) for the LES/FDF snapshot, and σ corresponds to the standard deviation
in the exact quantity.

diative heat source would be predicted within the error margins for a single tracing

of 4M photon bundles contribute to x% of the total absorption and radiative heat

source in the computational domain, where x is reported in Table 6.1. It can be

seen that more than 90% of the total radiative heat source in the computational

domain would be predicted within 10% deviation from the actual cell-level, exact

values. Approximately 80% of the total radiative absorption is resolved within

10% uncertainty for 4M photon bundles.

For an instantaneous snapshot of scaled-up Sandia Flame D with soot based on

a state-relationship (flame iv), the ratios of standard deviation to exact radiative

absorption (for 600 samples) along a line in the radial direction at three axial loca-

tions (15Djet, 30Djet, and 45Djet) are presented in Fig. 6.6. The ratios are plotted

for different values of N , where N is the number of photon bundles considered

in each sample. The trends observed for this flame configuration are similar to

those for the previous flame. The standard deviation in the computed quantities

decreases as the sample size (N) increases and attains a level of approximately 10%

at 4M photon bundles per sample. Likewise, the computed radiative absorption

for a single tracing of 4M photon bundles is a good qualitative indicator of the

exact radiative absorption and stays for the most part within the one standard

deviation band, as shown in Fig. 6.7.

Table 6.2 presents the fraction of the total radiative absorption and total ra-

diative heat sources predicted within the error margins (statistical uncertainty;

namely, 10%, 15%, and 20%) for a single tracing of 4M photon bundles. As dis-
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standard deviation in the volumetric absorp-
tion to its exact value at three axial locations
(x/Djet = 15, x/Djet = 30, and x/Djet = 45)
for LES/FDF snapshot of scaled-up Sandia
Flame D with artificial soot.
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σ
Qexact

cutoff [based on

600 samples] (in %)

Fraction of total ab-
sorption

Fraction of total ra-
diative heat source

10 0.547 0.895
15 0.875 0.954
20 0.949 0.977

Table 6.2. The aggregated absorption and radiative heat source expressed as a fraction
of the total absorption and total radiative heat source, respectively, in the computational
domain for flame (iv).

cussed before, these fractions are computed by aggregating the radiative absorption

and heat source for the finite-volume cells where the ratio of the standard deviation

and the average quantity is less than the tolerance set by the error margin (0.1,

0.15, and 0.2 for 10%, 15%, and 20%, respectively). The fractions are computed as

the ratio of the aggregate obtained above (conditional aggregate based on the ratio

of σ and Qexact value) to the unconditional aggregate (aggregate over all cells). As

reported in the table, 90% of the total radiative heat source is predicted within

10% error margin for a single tracing of 4M photon bundles. The contribution

of cells with predicted radiative heat source within 15% error margin increases to

95% of the total radiative heat source. The absorption in the cells within 10%

error margin contributes to only 55% of the total absorption in the computational

domain. The contribution jumps to 88% for 15% error margin. In this analysis,

the effect on cell-level emission is not considered since it has no statistical error.

This is because the emission schemes implemented here represent emission exactly,

irrespective of the number of photon bundles.

The exact radiative absorption, radiative heat source and their standard devi-

ation were also analyzed for Sandia Flame D (flame i) where 600 samples of 1M

and 4M photon bundles are traced in the computational domain for an instan-

taneous snapshot of the LES/FDF notional particle field. The ratio of standard

deviation to exact absorption (obtained via averaging over 600 samples) is plotted

along a line in the radial direction at three axial locations in Fig. 6.8. As seen

earlier for the scaled-up flames, this flame also exhibits standard deviation that is

approximately 10% of the averaged (i.e., exact radiation solution) value for most

of the computational domain when a sample size of 4M photon bundles is used.

Figure 6.9 compares the radiative absorption for a single tracing of 4M bundles
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Figure 6.9. Radial profiles of exact vol-
umetric absorption at three axial locations
(x/Djet = 15, x/Djet = 30, and x/Djet = 45)
for LES/FDF snapshot of Sandia Flame D.
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σ
Qexact

cutoff [based on

600 samples] (in %)

Fraction of total ab-
sorption

Fraction of total ra-
diative heat source

10 0.1 0.949
15 0.679 0.995
20 0.9 0.999

Table 6.3. The aggregated absorption and radiative heat source expressed as a fraction
of the total absorption and total radiative heat source, respectively, in the computational
domain for flame (i).

with the exact absorption profiles along the radial lines. The predicted radiative

absorption for a single tracing of 4M bundles agrees qualitatively with the exact

absorption.

As seen in Table 6.3, approximately 95% of the heat loss in the computational

domain stays below a standard deviation of 10%, but only 10% of the absorption

is within the statistical uncertainty of 10%. This is because Sandia Flame D is an

optically thin flame with weak absorption, and more photon bundles per sample

are required to lower the standard deviation in the absorption. Nevertheless, most

of the radiative heat loss is within the 10% error margin.

Because other flame configurations have shown reasonable qualitative compar-

ison with the exact solution and standard deviation to be approximately 10% for

4M bundles, flame ii (Sandia D-like flame with soot based on a state relationship)

is analyzed for only one sample size (N = 4M photon bundles), with 600 samples

considered to compute the exact absorption, radiative heat loss, and their standard

deviation for an instantaneous LES/FDF snapshot. The profiles of the radiative

absorption for a single tracing of 4M bundles are compared with the exact ab-

sorption in Fig. 6.11, for radial lines at three axial locations. The tracing of only

4M bundles leads to absorption profiles that qualitatively well represent the exact

absorption profiles. The ratio of the standard deviation to the exact absorption

along the radial lines (lines as in Fig. 6.10) are plotted in Fig. 6.10. As shown

in Table 6.4, the aggregate of exact radiative heat loss over cells with statistical

uncertainty less than 10% (i.e., where the standard deviation is within 10% of the

exact value) is approximately 98% of the total radiative heat loss.

Only 51% of the absorption is contributed from cells where the standard devi-

ation is less than 10% of the absorption in the cell. For a cut-off of 15% for the
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Figure 6.11. Radial profiles of exact vol-
umetric absorption at three axial locations
(x/Djet = 15, x/Djet = 30, and x/Djet = 45)
for LES/FDF snapshot of Sandia Flame D
with artificial soot.
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σ
Qexact

cutoff [based on

600 samples] (in %)

Fraction of total ab-
sorption

Fraction of total ra-
diative heat source

10 0.507 0.983
15 0.807 0.991
20 0.936 0.993

Table 6.4. The aggregated absorption and radiative heat source expressed as a fraction
of the total absorption and total radiative heat source, respectively, in the computational
domain for flame (ii).

standard deviation, the selected cells contribute 81% of the total absorption. The

high standard deviation in the radiative absorption is attributed to the low optical

thickness of the flame which, in spite of the presence of soot, remains optically thin

and exhibits weak absorption. There are rapid variations in radiative intensities

in the computational domain that require higher numbers of photon bundles to

resolve the variation in intensities and the absorption. Soot is a strong absorber of

thermal radiation, which aids in reducing variation in the intensities and predicts

radiative absorption with lower standard deviation than flame (i) for a sample size

of 4M photon bundles.

The snapshot analysis for various flame configurations presented above shows

that approximately 4M photon bundles (i.e., ∼ 4 bundles per FV cell) in the PMC

method lead to a statistical uncertainty of about 10−15% in the predictions of local

radiative quantities (volumetric absorption and radiative heat loss). Due to this

level of statistical uncertainty, the volumetric absorption profiles are in reasonable

qualitative agreement with the exact profiles. However, the impact of statistical

uncertainty (for 4M bundles) in PMC predictions on coupled LES/FDF/PMC

simulations is not known and is investigated below.

Fully-coupled LES/FDF/PMC analyses are conducted next for flame (iv) with

4M and 8M photon bundles to investigate the effects of statistical uncertainty,

and results are presented here. Figure 6.12 shows the variation of instantaneous re-

solved temperature with time at two locations (y/Djet = −1.75, z/Djet = −1.75, x/Djet =

35.0; and y/Djet = 1.4, z/Djet = 1.4, x/Djet = 20.0) in the computational domain.

As seen in the plots, the time evolution of the local temperature for 4M and 8M

photon bundles is different due to the statistical uncertainties in the PMC solution,

however the trend is consistent in most of the regions, which suggests the suitability
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Figure 6.12. The variation in resolved temperature with time at two locations in scaled-
up Sandia Flame D with artificial soot for different number of photon bundles in the PMC
analysis.

of 4M photon bundles for accurate prediction of means and higher-order statistics.

The time-averaged plots of mean temperature and radiative heat source along ra-

dial lines are shown in Figs. 6.13 and 6.14 at three axial locations. The computed

mean profiles for different numbers of photon bundles are almost coincident with

each other, thereby establishing the sufficiency of 4M photon bundles for accurate

prediction of mean quantities.

Figures 6.15 and 6.16 show the radial profiles of mean temperature and mean

radiative heat source, respectively, at three axial locations for flame (iii) for a fully-

coupled LES/FDF/PMC analysis. The computed mean quantities are in excellent

agreement for different number of photon bundles, thereby demonstrating that 4M

photon bundles is adequate for accurate predictions of means in LES simulations

of statistically-stationary systems.

Various flames have been investigated in this study to assess the statistical un-

certainty in the instantaneous PMC solution (of a LES/FDF snapshot) for different

photon bundle sizes, and results presented above indicate that 4M photon bundles

lead to approximately 10 − 15% uncertainty levels. It is shown that this level of

uncertainty has no effect on mean quantities and 4M bundles (i.e., approximately

four photon bundles per FV cell) suffice for accurate means. The effect on the

higher-order statistics is still unclear, and quantities such as variances, two-point

correlations, etc., need to be studied.
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Figure 6.13. Comparison of radial profiles
of mean temperature at three axial locations
(x/Djet = 15, x/Djet = 30, and x/Djet = 45)
for scaled-up Sandia Flame D with artificial
soot for different numbers of photon bundles.
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Figure 6.14. Comparison of radial profiles
of mean radiative heat source at three axial
locations (x/Djet = 15, x/Djet = 30, and
x/Djet = 45) for scaled-up Sandia Flame D
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Figure 6.15. Comparison of radial profiles
of mean temperature at three axial locations
(x/Djet = 15, x/Djet = 30, and x/Djet = 45)
for scaled-up Sandia Flame D for different
numbers of photon bundles.
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Figure 6.16. Comparison of radial profiles
of mean radiative heat source at three axial
locations (x/Djet = 15, x/Djet = 30, and
x/Djet = 45) for scaled-up Sandia Flame D
for different numbers of photon bundles.
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6.2 TRI at Subfilter-Scale Level

A large number of experimental, theoretical and computational studies [27–36, 188,

211] have demonstrated the importance of TRI in reacting flows. Computational

investigations of reacting systems using RAS approaches require explicit models to

account for TRI. However, for LES, since the large scales are explicitly resolved,

the large-scale contributions to TRI (henceforth referred to as resolved TRI) are

explicitly captured in the solution procedure. The effect of subfilter-scale fluctua-

tions on radiative emission and absorption (henceforth denoted by SFS TRI) still

needs to be modeled in LES. Theoretical analysis of LES suggests that most of

the TRI should be present as resolved TRI, since the large-scale fluctuations are

significantly larger than the subfilter-scale fluctuations. However, for engineering

meshes (where the filter cut-off is somewhere close to the energy-containing scales,

rather than in the sub-inertial range) and in the presence of large turbulent fluc-

tuations (as seen in reacting systems), it is anticipated that the SFS TRI could be

an important contributor to TRI.

In this study, the contributions of SFS TRI are estimated for the flame con-

figurations (flames i, ii, iii, and iv) introduced in Section 6.1. An instantaneous

snapshot of the LES/FDF simulation is considered for each of the above flames.

The snapshot consists of filtered (resolved) quantities available at the finite-volume

cell level and notional particles representing the SFS fluctuations. PMC analysis is

carried out (with approximately 220M photon bundles) for the frozen LES/FDF

fields for three scenarios:

1. No SFS TRI: Emission and absorption are computed based on filtered quan-

tities (denoted as “TRI-1” scenario).

2. Only Emission SFS TRI: Absorption is based on the filtered quantities while

emission is based on particle values (denoted by “TRI-2”).

3. Full SFS TRI: Both emission and absorption are based on particle quantities

(denoted by “TRI-3”).

Comparison of radiative emission for scenarios 1 and 3 is indicative of the

importance of SFS emission TRI. The significance of SFS absorption TRI can be

estimated by comparing scenarios 2 and 3.

For the frozen LES/FDF field of flame (iii) (scaled-up Sandia Flame D), the
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Figure 6.17. Radial profiles of instantaneous volumetric absorption at three axial loca-
tions (x/Djet = 15, x/Djet = 30, and x/Djet = 45) for a LES/FDF snapshot of scaled-up
Sandia Flame D for different treatments of SFS absorption TRI.

profiles of volumetric radiative absorption along a line in the radial direction at

three axial locations are plotted in Fig. 6.17. The plot presents the volumetric

absorption for PMC treatment with full SFS TRI (scenario 3) and in the absence

of SFS absorption TRI (scenario 2). As seen in the figure, the radiative absorption

in the absence of SFS absorption TRI is in excellent agreement with absorption

for full SFS TRI, demonstrating that SFS absorption TRI is negligible and can be

ignored.

Figure 6.18 presents the variation of volumetric absorption along radial lines

at three axial locations for flame (iv) for different treatments of SFS absorption

TRI. The radiative absorption in the absence of SFS absorption TRI (TRI-2) is
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Figure 6.18. Radial profiles of instantaneous volumetric absorption at three axial loca-
tions (x/Djet = 15, x/Djet = 30, and x/Djet = 45) for a LES/FDF snapshot of scaled-up
Sandia Flame D with artificial soot for different treatments of SFS absorption TRI.

in almost exact agreement with absorption in the presence of SFS absorption TRI

(TRI-3) at all three radial locations, thereby indicating the negligible influence of

SFS absorption TRI.

To analyze the importance of SFS emission TRI, the volumetric emission for

the LES/FDF snapshot is plotted along radial lines (same as the previous plots)

in Figs. 6.19 and 6.20. These plots are for flames (iii) and (iv), respectively, where

TRI-3 refers to emission in presence of SFS emission TRI and TRI-1 represents

emission in the absence of SFS emission TRI. The plots clearly demonstrate that

the local radiative emission is underpredicted when SFS fluctuations are neglected

(TRI-1), thereby highlighting the importance of SFS emission TRI. The effect of
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Figure 6.19. Radial profiles of instanta-
neous volumetric emission at three axial lo-
cations (x/Djet = 15, x/Djet = 30, and
x/Djet = 45) for a LES/FDF snapshot of
scaled-up Sandia Flame D for different treat-
ments of SFS emission TRI.
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Figure 6.20. Radial profiles of instanta-
neous volumetric emission at three axial lo-
cations (x/Djet = 15, x/Djet = 30, and
x/Djet = 45) for a LES/FDF snapshot of
scaled-up Sandia Flame D with artificial soot
for different treatments of emission SFS TRI.
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Figure 6.21. Radial profiles of mean ra-
diative heat source at two axial locations
(x/Djet = 15 and x/Djet = 30) for scaled-
up Sandia Flame D for different treatments
of SFS emission TRI.
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Figure 6.22. Radial profiles of mean ra-
diative heat source at two axial locations
(x/Djet = 15 and x/Djet = 30) for scaled-
up Sandia Flame D with artificial soot for
different treatments of SFS emission TRI.

SFS emission TRI is more pronounced in flame (iv) due to the presence of soot.

At some locations in the computational domain, local emission in the absence

of SFS emission TRI somewhat exceeds the radiative emission for the TRI-3 case.

This is possibly due to the opposite effects of fluctuations in temperature and

species mass fractions on absorption coefficient as shown in previous studies [41,

212], which might result in lower emission when considering SFS fluctuations (i.e.,

TRI-3) than computing emission based on filtered values (TRI-1).

Fully-coupled LES/FDF/PMC studies with radiation feedback are carried out

next for flames (iii) and (iv) with and without the inclusion of SFS emission TRI
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(i.e., TRI-3 and TRI-1 scenarios). To analyze the effect of SFS absorption TRI,

a coupled LES/FDF/PMC analysis in the absence of SFS absorption TRI (TRI-

2 scenario) is also carried out for flame (iv), which is the most optically thick

among all flames considered here. The plots in Figs. 6.21 and 6.22 present the

computed mean radiative heat source for flames (iii) and (iv), respectively, for

coupled analyses. Here, mean quantities are computed by averaging over time and

over the azimuthal direction. The plots also present the mean radiative heat source

in the absence of TRI (denoted by “TRI-0”; here radiation calculations are based

on mean temperature and mean species concentrations/mass fractions fields) to

indicate the relative importance of filter-scale TRI. In accord with our previous

observations, these plots also demonstrate the importance of SFS emission TRI

and negligible effect of absorption SFS TRI.

The mean temperatures and the differences in the mean temperatures (for

different SFS TRI treatments) are shown in Figs. 6.23 and 6.24 for flames (iii) and

(iv), respectively. The total radiative heat loss in flame (iii) is underpredicted by

approximately 20% when SFS TRI is neglected, resulting in a deviation (albeit

small) in mean temperatures, as seen in Fig. 6.23. SFS emission TRI is found

to be more important in flame (iv) due to the presence of soot, which leads to

overprediction of mean flame temperatures by as much as 60 K, as evident from

Fig. 6.24.

Table 6.5 presents the total emission in the computational domain for flames

(iii) and (iv) for different treatments of emission TRI. The significant underpre-

diction of emission in the absence of SFS emission TRI is evident from the table,

and strongly suggests that it is important to consider SFS emission TRI in LES

studies of reacting flows, especially for engineering meshes. This is due to the

presence of appreciable SFS fluctuations on engineering meshes, leading to signifi-

cant SFS emission TRI. This is evident from Fig. 6.25, where mean emission with

and without SFS TRI in the computational domain are reordered as a function

of local fraction of unresolved turbulence kinetic energy (≡ SFS turbulent kinetic

energy divided by total turbulent kinetic energy). For this purpose, the finite-

volume cells in the computational domain are sorted into bins according to the

local fraction of the unresolved turbulence kinetic energy, and mean emissions are

aggregated over the computational cells in each bin. The mean emission is clearly
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Figure 6.23. Radial profiles of mean tem-
perature at two axial locations (x/Djet = 15
and x/Djet = 30) for scaled-up Sandia Flame
D for different treatments of SFS emission
TRI.
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Figure 6.24. Radial profiles of mean tem-
perature at two axial locations (x/Djet = 15
and x/Djet = 30) for scaled-up Sandia Flame
D with artificial soot for different treatments
of SFS emission TRI.

underpredicted for unresolved turbulence kinetic energy that is 8% and greater of

the total turbulence kinetic energy, and the underprediction increases with the in-

crease in the fraction of unresolved turbulence kinetic energy, as demonstrated by

the correlation for SFS emission TRI (≡ SFS emission divided by total emission)

in Fig. 6.25.

Another important inference from Table 6.5 is that, for “engineering” grids

as used here, the contribution of SFS emission TRI is greater than the resolved

emission TRI. To investigate this behavior, various correlations (κP − T 4 correla-

tion, κP self-correlation, and temperature self-correlation; see Section 3.4.2) that
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SFS TRI
treatment

scaled-up Sandia Flame D scaled-up Sandia Flame D with soot

Total emission,
Q.
emm (kW)

Q.
emm

Q.
emm,TRI−3

Total emission,
Q.
emm (kW)

Q.
emm

Q.
emm,TRI−3

TRI-3 51.68 1 53.61 1
TRI-1 41.49 0.81 39.23 0.73
TRI-0 36.08 0.70 29.06 0.54

Table 6.5. Total radiative emission in the computational domain for different treatments
of SFS emission TRI. Here, ”TRI-3” denotes emission with SFS TRI and ”TRI-1” refers
to emission without SFS TRI. “TRI-0” refers to emission based on mean temperature
and mean mass fractions (no TRI).
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Figure 6.25. Mean emission reordered as a function of the unresolved turbulence kinetic
energy for scaled-up Sandia Flame D with and without the consideration of SFS emission
TRI.

contribute to resolved-scale and SFS emission TRI are computed for flame (iv)

to facilitate better understanding of relative contribution of resolved-scale fluc-

tuations and SFS fluctuations. These correlations are computed via a coupled

LES/FDF/PMC analysis of flame (iv) where 4M photon bundles are considered

at every time step.

Figure 6.26(a) shows the comparison between the resolved-scale and SFS con-

tributions to the κP − T 4 correlation, where radial profiles of the correlation are

plotted at the 15Djet axial location. The SFS contribution to this correlation ex-

ceeds the resolved-scale contribution. This is attributed to the combined effect of

two factors: (a) fluctuations in temperature and product mass-fractions are known
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κP (〈T̃ 〉,〈Ỹ 〉)

)
for resolved fluctuations,

(
〈κ̃P 〉

〈κP (T̃ ,Ỹ )〉
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4 for all fluctuations. See Ta-

ble 3.2.

r / Djet

T
rm

s
(K

)

0 1 2
0

500

1000

1500

Trms: All Fluct.
Trms: Filter-scale Fluct.
Trms: SFS Fluct.
Mean T

(e) RMS Temperature.

Figure 6.26. Comparison between resolved
and SFS components for various contributions
to TRI at x/Djet = 15 axial location for scaled-
up Sandia Flame D with artificial soot. Corre-
lations plotted in this figure are summarized in
Table 3.2.



www.manaraa.com

156

to have an opposite effect on the κP − T 4 correlation, leading to relatively weak

resolved-scale correlation even though the resolved-scale fluctuations are strong;

and (b) the SFS fluctuations are appreciable in engineering meshes especially at

upstream locations for jet flames where significant turbulence exists in shear layers

and the jet-core.

The comparison between resolved-scale and SFS contributions to κP self-correl-

ation at the 15Djet axial location is shown in Fig. 6.26(b). This correlation is less

than unity for both resolved-scale and SFS fluctuations, due to the inverse depen-

dence of κP on temperature. Also, this correlation for resolved-scale fluctuations

is very similar to that for SFS fluctuations.

The radial profiles of temperature self-correlation due to resolved and SFS

fluctuations at the 15Djet axial location are shown in Fig. 6.26(c). The presence

of higher levels of fluctuation at resolved-scale (see Fig. 6.26(e)) leads to higher

contribution of resolved-scale fluctuations to the temperature self-correlation.

Figure 6.26(d) compares the overall contribution to TRI for the resolved-scale

and SFS fluctuations. Here, the cummulative effect of κP −T
4 correlation, κP self-

correlation, and temperature self-correlation are plotted for both resolved-scale

fluctuations and SFS fluctuations. The SFS contribution to TRI seems to be

stronger than the resolved-scale contribution to TRI, for engineering grids used in

this research work.

The three correlations and the overall TRI due to resolved-scale and SFS fluc-

tuations are plotted in Figs. 6.27 and 6.28 for axial locations x/Djet = 30 and

x/Djet = 45, respectively. At these axial locations, the turbulent fluctuations are

small near the jet centerline (Figs. 6.27(e) and 6.28(e)), leading to relatively low

levels of κP − T 4 correlation and temperature self-correlation for both resolved

and SFS fluctuations in that region. At locations away from the centerline, the

turbulent fluctuations are stronger, leading to significant levels of κP − T 4 self-

correlation and temperature self-correlation for both resolved scale and SFS fluc-

tuations (Figs. 6.27(a) and 6.28(a)). The temperature self-correlation for resolved-

scale fluctuations is mostly stronger than the correlation for SFS fluctuations as

expected since the resolved-scale fluctuations in temperature are stronger than the

SFS temperature fluctuations (Figs. 6.27(e) and 6.28(e)). For κP − T 4 correla-

tion, since fluctuations in temperature and product mass fractions have competing
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Figure 6.27. Comparison between resolved and SFS components for various contributions
to TRI at x/Djet = 30 axial location for scaled-up Sandia Flame D with artificial soot.
Correlations plotted in this figure are same as Fig. 6.26 and are also summarized in Table 3.2.
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effects, the overall effect depends on the relative levels of fluctuations in temper-

ature and product mass fraction and their effect on κP . The κP − T 4 correlation

due to SFS fluctuations is stronger than the resolved-scale correlation in most of

the region, as seen in Figs. 6.27(a) and 6.28(a). The κP self-correlation stays in

the proximity of unity for both resolved-scale and SFS fluctuations (Figs. 6.27(b)

and 6.28(b)).

Overall, the SFS contribution to TRI is greater than the contribution from re-

solved fluctuations. That is because the overall correlations (plotted in Figs. 6.26(d),

6.27(d), and 6.28(d)) are of about the same magnitude for resolved and SFS fluc-

tuations (red vs. green curves). Since the SFS correlation is with respect to TRI-1

(emission with the effect of resolved fluctuations) and the resolved correlation is

with respect to TRI-0 (emission based on mean quantities), the same value of

correlation for resolved and SFS fluctuations leads to higher contribution of SFS

fluctuations toward emission TRI. Alternatively, the comparison of black (corre-

lation due to both SFS and filter-scale fluctuations) and red (correlation due to

filter-scale fluctuations) curves that are with respect to the same reference emission

(TRI-0), clearly indicate that the SFS fluctuations have a greater contribution to

emission TRI than resolved fluctuations.

SFS emission and absorption TRI are also investigated for flames (i) and (ii).

For an instantaneous LES/FDF snapshot of these flames, the radial profiles of

volumetric absorption at three axial locations are shown in Figs. 6.29 and 6.30.

The trends seen in these plots are consistent with the findings for the other flames

discussed above. The SFS absorption TRI is negligible for both the flames.

The ratios of total absorption in the computational domain in the absence of

SFS absorption TRI to the total absorption in the presence of SFS TRI for four

flames are presented in Table 6.6. The ratio is close to unity for all flames, which

further demonstrates the negligible effect of SFS absorption TRI for all flames

considered.

Figure 6.31 presents radial profiles of the radiative emission at three axial lo-

cations for an instantaneous LES/FDF field for flame (i). Radiative emission

computed in the absence of SFS TRI (TRI-1) is compared with the emission with

SFS TRI (TRI-3) in these plots. As seen here, the energy emitted in the absence of

SFS TRI is significantly underpredicted locally, which again highlights the impor-
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Figure 6.28. Comparison between resolved and SFS components for various contributions
to TRI at x/Djet = 45 axial location for scaled-up Sandia Flame D with artificial soot.
Correlations plotted in this figure are same as Fig. 6.26 and are also summarized in Table 3.2.
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Figure 6.29. Radial profiles of instanta-
neous volumetric absorption at three axial
locations (x/Djet = 15, x/Djet = 30, and
x/Djet = 45) for a LES/FDF snapshot of
Sandia Flame D for different treatments of
SFS absorption TRI.
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Figure 6.30. Radial profiles of instanta-
neous volumetric absorption at three axial
locations (x/Djet = 15, x/Djet = 30, and
x/Djet = 45) for a LES/FDF snapshot of
Sandia Flame D with artificial soot for dif-
ferent treatments of SFS absorption TRI.
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Ratio of absorption in the absence of SFS TRI to ab-
sorption in the presence of SFS TRI (TRI-2/TRI-3)
flame (i) flame (ii) flame (iii) flame (iv)
0.989 0.981 0.981 0.978

Table 6.6. Total absorption in the computational domain in the absence of absorption
SFS TRI expressed as a fraction of the total absorption in the presence of SFS TRI.

SFS TRI
treatment

Sandia Flame D

Total emission,
Q.
emm (kW)

Q.
emm

Q.
emm,TRI−3

TRI-3 1.041 1
TRI-1 0.836 0.80
TRI-0 0.752 0.72

Table 6.7. Total radiative emission in the computational domain for different treat-
ments of SFS TRI. Here, “TRI-3” denotes emission with SFS TRI and “TRI-1” refers
to emission without SFS TRI. “TRI-0” refers to emission based on mean temperature
and mean mass fractions (no TRI).

tance of considering SFS TRI in computing radiative emission for these engineering

meshes. This is further corroborated by the approximately 20% underprediction in

the mean total energy emitted in the absence of SFS emission TRI, as reported in

Table 6.7. As stated earlier for flames (iii) and (iv), these findings further stress the

need to model SFS emission TRI for accurate predictions of radiative emission in

engineering LES studies of reacting flows. The total emission based on mean fields

(TRI-0) is also presented in Table 6.7. The difference between TRI-1 emission and

TRI-0 emission indicates the effect of filter-scale emission TRI. The SFS emission

TRI exceeds the resolved-scale emission TRI for flame (i), as noticed earlier for

flames (iii) and (iv). The computed radiant fraction (radiative heat loss expressed

as a fraction of the heat of combustion of fuel entering the domain) for TRI-3 the

scenario is approximately 0.041, which compares well with the experimental value

of 0.051 [213], given that the experimental data are for a domain 120Djet long

whereas the computational domain used in this work is only 70Djet long.

For flame (ii), the SFS TRI analysis reveals similar findings as the other flames.

The SFS emission TRI is found to be important, leading to an underprediction

of approximately 30% in the total emission in its absence. The increase in the

underprediction with respect to flame (i) is due to the presence of soot. Soot is
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Figure 6.31. Radial profiles of instantaneous volumetric emission at three axial locations
(x/Djet = 15, x/Djet = 30, and x/Djet = 45) for a LES/FDF snapshot of Sandia Flame
D for different treatments of SFS emission TRI.

a strong emitter of radiation, and neglecting the local SFS fluctuations in soot

volume fraction severely underpredicts emission when SFS TRI is not considered.

The investigation presented above to analyze the importance of SFS TRI leads

to the conclusion that SFS emission is important for all flame configurations (with

and without soot, and optically thin and thick) considered in this study. On the

other hand, the SFS absorption is negligible for all flames. The effect of SFS

fluctuations on emission is seen to be stronger than the effect of resolved-scale

fluctuations for all flames, primarily due to the use of engineering meshes (con-

sequently, significant SFS fluctuations) and the competing effects of temperature

fluctuations and product mass fraction fluctuations on absorption coefficient.
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6.3 Summary

The statistical uncertainty in the PMC solution in LES/FDF/PMC simulation of

statistically stationary systems has been investigated. Four different flame configu-

rations ranging from small, optically thin to large, optically thick were considered.

For each configuration, PMC analysis was carried out for different numbers of pho-

ton bundles for an instantaneous snapshot of the LES/FDF field. It was found

that approximately four photon bundles per finite-volume cell provide radiative

solution within 10 − 15% statistical uncertainty. Fully coupled LES/FDF/PMC

analyses were also conducted for two flame configurations, where each configura-

tion was modeled with approximately 4 and 7 photon bundles per cell. For both

flames, mean temperature and radiative heat sources are in excellent agreement

for different numbers of photon bundles. These findings suggest that statistical

uncertainties associated with as few as four photon bundles per finite-volume cell

do not affect means and suffice for accurate time-averaged solutions.

The effects of subfilter-scale fluctuations on radiative emission and absorption

(i.e., subfilter-scale TRI) also have been investigated for several flame configura-

tions. For each of these flames, radiative emission and absorption were computed

in the absence of SFS TRI for an instantaneous LES/FDF field. The SFS ab-

sorption TRI was found to be negligible for all flames, whereas the SFS emission

TRI was found to be highly important, more so for sooting flames. The SFS

fluctuations were responsible for 20% or more of the total emission. In contrast,

the resolved-scale fluctuations only contribute to approximately 10 − 15% of the

total emission. This is due to the combined effect of the significant level of SFS

fluctuations (mesh resolution used here is representative of engineering meshes)

and opposing effects of fluctuations in temperature and product mass fractions on

absorption coefficient. The SFS absorption TRI is negligible here. However, since

the current model (stochastic-1 particle) for radiative absorption does not incur

significant extra cost to model SFS absorption TRI, it is recommended to include

the effect of SFS fluctuations on absorption for increased accuracy.
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Summary and Conclusion

Large-eddy simulation is being applied increasingly to address key issues for next-

generation combustion systems. In turbulent combustion systems, processes in-

cluding chemical kinetics, thermal radiation, and turbulence interact closely with

each other in highly nonlinear and challenging ways, and these interactions are

known to significantly affect the flame structure and pollutant formation. It is

important to completely account for TCI, thermal radiation, and TRI for accurate

modeling of turbulent combustion. To this end, a hybrid FV-LES/Lagrangian-

particle (LES/FDF/PMC) based computational solver has been developed in this

work for the analysis of turbulent flames. The formulation completely accounts for

TCI and TRI; thermal radiation, absorption TRI and spectral radiation properties

are incorporated through a PMC method. Transported FDF methods are one of

the most promising methods for treating TCI, and are easily extended to account

for emission TRI. Previously proposed PMC schemes that account for absorption

TRI assigned additional physical attributes to the notional PDF particles. In this

work, a stochastic PMC scheme has been introduced for treating radiation in a

turbulent flow field characterized by notional particles. This scheme more strictly

adheres to the information that is available in the PDF framework to construct

emission and absorption routines. This scheme is simpler to implement, has the

same level of accuracy, and is significantly faster than previous schemes.

Validation studies have been conducted for underlying components of the com-

prehensive LES/FDF/PMC computational solver. The finite-volume LES solver

has been validated for cold flow through a canonical co-axial annular-flow combus-
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tor. The coupling of the Lagrangian particle solver and the FV solver has been

tested in a RAS framework for Sandia Flame D, where the computed mean quan-

tities are in good agreement with experimental data. The computational costs as-

sociated with LES/FDF simulations are quite high, and this is exacerbated by the

presence of PMC schemes for radiation treatment; effective parallelization strate-

gies are needed. The chemistry calculations can be parallelized quite effectively,

but the PMC radiation solver poses a significant challenge for parallelization. In

this work, an efficient scheme has been developed for effective parallelization of

the LES/FDF/PMC code. The parallel performance of the code has been tested

for a challenging configuration where PMC computations dominate the total com-

putational cost. The code demonstrated a speed-up of approximately 85% for a

128-processor run compared to a 16-processor run in the strong scaling limit for

this configuration. In the presence of chemistry acceleration routines, the compu-

tational cost for chemistry for even detailed chemical mechanisms would be sig-

nificantly reduced, and the resulting proportions of chemistry and radiation costs

should be similar to the configuration considered here for testing the parallel per-

formance of the LES/FDF/PMC code. The accuracy of the LES/FDF/PMC-based

computational solver has been demonstrated for Sandia Flame D. The computed

mean and rms temperature and species profiles agree well with the experimen-

tal data, and show higher fidelity than the computed quantities for FV-LES and

RAS/PDF/PMC calculations.

Unlike RAS/PDF/PMC analysis of stationary systems where the PMC solu-

tion for thermal radiation at every time-step/iteration need not be highly indicative

of the associated RAS/PDF field, the PMC solution needs to well represent the

LES/FDF field in the LES/FDF/PMC framework to maintain the transient na-

ture and spatial resolution of the LES solution. This demands that the statistical

uncertainty be kept low in the PMC analysis, which in turn requires considering an

adequate number of photon bundles. Investigations have been made to assess the

statistical uncertainty for various photon bundle sizes for a broad range of flame

configurations, ranging from small, optically thin flames to large, sooting flames.

Findings from this exercise indicate that approximately four photon bundles per

FV cell lead to an uncertainty level of 10− 15% and are sufficient to predict accu-

rate means for the configurations considered here. This result is encouraging, since
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the PMC solver used in this study is among the most accurate radiation solvers

available to date, and the computational cost associated with this PMC analysis

with four photon bundles per FV cell is a small fraction of the chemistry cost for

a semi-detailed chemical mechanism. The low cost of this PMC method is a result

of careful consideration of the emission, absorption, and tracing schemes together

with analysis of the optimum number of photon bundles and parallelization strate-

gies. Further investigations need to be made to analyze the effect of statistical

uncertainty on higher-order statistics.

In LES, since large scales are explicitly modeled, the large-scale contributions

to the emission and absorption TRI are captured in the solution. The effects of

subfilter-scale fluctuations and their interactions with resolved scales need to be

modeled in the filtered emission and absorption terms. The SFS emission TRI can

be completely accounted for through a transported FDF, or can be closed in a

manner similar to those that have been used for the filtered chemical source terms.

The SFS absorption TRI is usually neglected via the OTFA assumption. Here

SFS absorption TRI has been modeled through a PMC solver. The importance

of SFS emission and absorption TRI has been assessed in this study for a wide

range of flames. Soot is artificially introduced through a state relationship. For

the several flames considered in this study, the SFS emission TRI was found to be

significantly important. The importance of SFS emission TRI has been attributed

to the fact that unresolved (subfilter) velocity fluctuations contribute to approxi-

mately 15% of the total turbulent kinetic energy in the computational domain for

these flames, leading to appreciable levels of SFS emission. This level of contribu-

tion of unresolved fluctuations toward the total turbulent kinetic energy is typical

of engineering and research meshes that have been used for LES, and therefore the

findings from this study show the need to model SFS emission. The effect of SFS

emission is more pronounced in the presence of soot, since soot is a strong emitter

and estimation based on the filtered quantities (i.e., in the absence of SFS TRI)

significantly underpredicts the emission due to ignoring the strong subfilter-scale

soot fluctuations. The SFS absorption TRI is found to be negligible for all flames

and, therefore, establishes the validity of OTFA for LES simulations. Nevertheless,

with the algorithms that have been developed here, SFS absorption TRI can be

included with little increase in overall simulation cost.
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7.1 Recommendations for Future Work

The LES/FDF studies conducted in this work have exhibited sensitivity to the

mixing model coefficient used in the Lagrangian FDF procedure to model molec-

ular mixing. Also, a relatively high value of the coefficient has been used; the

mixing model coefficient has been set to 6 for LES/FDF versus 4 for RAS/PDF

simulations. Other LES/FDF studies reported in the literature have also used a

high value of the coefficient for a similar mixing model. These mixing models do

not account for particles’ (un)proximity in the composition space, leading to the

unphysical occurrence of mixing of particles across flame sheet. It is recommended

to incorporate a better model for molecular mixing such as EMST [137] that mixes

particles based on their distance in composition space. Furthermore, to address

the sensitivity of the mixing model coefficient, a dynamic procedure [214] can be

implemented to calculate the local value of the coefficient rather than prescribing

it directly.

Combustion systems often produce soot particles, and it is important to ac-

count for soot in a detailed manner for accurate numerical predictions of these

systems. Soot formation/destruction is governed by complex physical and chem-

ical processes, and these processes are tightly coupled with gas-phase chemical

kinetics. Soot is also a strong emitter and absorber of thermal radiation and plays

an important role in thermal radiation and TRI [36]. Therefore, detailed models

for soot need to be considered for accurate representation of chemical kinetics and

thermal radiation. The method of moments [215, 216] is one such model that has

already been implemented in the context of RAS/PDF methods [36, 217–219], and

will be extended to LES/FDF framework presented here to accurately account for

soot. The detailed soot model can also be utilized to confirm that the strong SFS

fluctuations in soot, as seen in this work, are physical and not an artifact of the

simple state-relationship-based soot model.

In LES/FDF/PMC and RAS/PDF/PMC simulations, it is extremely expensive

computationally to incorporate detailed chemical mechanisms to model chemical

kinetics since a large number of stiff ODE’s corresponding to reaction rates for

chemical species have to be integrated for each notional particle at each time

step. Detailed models for soot require detailed gas-phase chemistry which makes



www.manaraa.com

168

LES/FDF/PMC computationally expensive for sooting systems. This issue can be

addressed via chemistry acceleration algorithms such as ISAT [208] and DOLFA [52],

which are based on storage/retrieval concepts. Implementation of such a procedure

is highly recommended for LES/FDF/PMC analysis of nonsooting and sooting sys-

tems, and constitutes a key improvement for the future.

Another suggested modification is to extend the existing LES/FDF/PMC solver [10,

111, 140, 220, 221] to account for combustion of liquid fuel sprays. That requires

Lagrangian tracking of liquid fuel droplets with a size distribution that evolves

in the computational domain as a result of atomization, droplet evaporation, sec-

ondary break-up, and wall-droplet interaction. Spray modeling has been an active

area of research for quite some time, and a large number of models has been

proposed for various physical processes encountered in sprays. Spray models are

already available in OpenFOAM and the LES/FDF/PMC code needs to be mod-

ified appropriately to account for the interaction of gas-phase species with liquid

droplets.

To fully understand the effect of statistical uncertainties in the PMC solution

in LES/FDF/PMC simulations, higher-order statistics (one-point and two-point

correlations in space/time) need to be investigated. This will help determine the

optimum number of photon bundles required for LES/FDF/PMC simulations.

The parallelization strategy devised here is implemented in a semi-automated

manner, where precomputations are conducted for a short period of time to ob-

tain the computational cost map in the domain, which is then used for domain-

decomposition. It is recommended that this process be automated and imple-

mented as an adaptive strategy to perform domain-decomposition on-the-fly based

on the evolving computational cost map in the domain.

With SFS absorption TRI shown to be negligible and SFS emission TRI mod-

eled via FDF, it is recommended to incorporate deterministic RTE solvers such

as spherical harmonics or discrete ordinates method in the LES/FDF framework,

which promises to offer similar computational accuracy as PMC but at a lower

computational cost.
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